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A B S T R A C T

The channel identification problem for multiple-input multiple-output (MIMO) channels under linear constraints can be formulated as solving a linear system which involves finite-dimensional Gabor matrices and a pre-determined unstructured matrix that represents the linear constraints. While matrices of the latter type are fixed a priori by the constraints, Gabor matrices depend on the choice of their generating windows which is often chosen by the user. This is important since even if the matrix associated with the linear constraints is illconditioned, the full system may be solvable if the windows are designed appropriately.
We prove that linear constraints consisting of a single equation always remove a single degree of freedom in the channel identification problem, in the sense that preknowledge of such constraints allows identification of MIMO channels with support size one greater than the fundamental limit. However, we give an explicit example showing that this statement does not generalize to the case of multiple constraints. In the singleinput single-output (SISO) case, we provide some sufficient

[^0]conditions on the linear side constraints under which the corresponding SISO channels are identifiable.
© 2019 Elsevier Inc. All rights reserved.

## 1. Introduction

System identification is an important and challenging task in a variety of areas of science and engineering such as physics, communications and control theory. The problem is to identify a linear system $H$ from its response $H g$ to a test signal $g$. In particular, we ask which systems can be identified by such a probing scheme and how one has to design the test signal $g$ in order to identify a given class of systems.

This paper is motivated by the channel identification problem for continuous-time multiple-input multiple-output (MIMO) channels $\boldsymbol{H}:\left(L^{2}(\mathbb{R})\right)^{N} \rightarrow\left(L^{2}(\mathbb{R})\right)^{M}$,

$$
\boldsymbol{H}\left(\begin{array}{c}
f_{1}  \tag{1}\\
\vdots \\
f_{N}
\end{array}\right)=\left(\begin{array}{ccc}
H_{1,1} & \ldots & H_{1, N} \\
\vdots & & \vdots \\
H_{M, 1} & \ldots & H_{M, N}
\end{array}\right)\left(\begin{array}{c}
f_{1} \\
\vdots \\
f_{N}
\end{array}\right)=\left(\begin{array}{c}
\sum_{n=1}^{N} H_{1, n} f_{n} \\
\vdots \\
\sum_{n=1}^{N} H_{M, n} f_{n},
\end{array}\right)
$$

where each subchannel $H_{m, n}$ is an operator of the form $H: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ with

$$
\begin{equation*}
(H f)(x)=\iint_{\mathbb{R} \times \mathbb{R}} \eta_{H}(t, \nu) M_{\nu} T_{t} f(x) d \nu d t, \quad f \in L^{2}(\mathbb{R}) \tag{2}
\end{equation*}
$$

Here, $N$ and $M$ are the number of inputs and outputs, respectively, $\eta_{H}(t, \nu)$ is the spreading function of $H, T_{t}$ is translation (time shift) by $t \in \mathbb{R}$, that is, $T_{t} f(x)=f(x-t)$, and $M_{\nu}$ is modulation (frequency shift) by $\nu \in \mathbb{R}$, that is, $M_{\nu} f(x)=e^{2 \pi i \nu x} f(x)$. If $N=M=1$, we call $\boldsymbol{H}=\left\{H_{1,1}\right\}$ a Single-Input Single-Output (SISO) channel.

The identification problem for MIMO channels of the form (1) can be reduced $[1,2]$ to identifying a finite-dimensional system $\boldsymbol{H}:\left(\mathbb{C}^{L}\right)^{N} \rightarrow\left(\mathbb{C}^{L}\right)^{M}$,

$$
\boldsymbol{H}=\left[\begin{array}{ccc}
\boldsymbol{H}_{1,1} & \cdots & \boldsymbol{H}_{1, N} \\
\vdots & & \vdots \\
\boldsymbol{H}_{M, 1} & \cdots & \boldsymbol{H}_{M, N}
\end{array}\right]
$$

where each subsystem $\boldsymbol{H}_{m, n}: \mathbb{C}^{L} \rightarrow \mathbb{C}^{L}$ is of the form

$$
\begin{equation*}
\boldsymbol{H}_{m, n}=\sum_{k, \ell=0}^{L-1} \eta_{m, n}(k, \ell) \boldsymbol{M}^{\ell} \boldsymbol{T}^{k} \tag{3}
\end{equation*}
$$

Here, $\boldsymbol{T}$ and $\boldsymbol{M}$ denote translation and modulation on $\mathbb{C}^{L}$. They are defined by $\boldsymbol{T} \boldsymbol{x}=\left(x_{1}, \ldots, x_{L-1}, x_{0}\right)$ and $\boldsymbol{M} \boldsymbol{x}=\left(\omega^{0} x_{0}, \omega^{1} x_{1}, \ldots, \omega^{L-1} x_{L-1}\right)$ with $\omega=e^{2 \pi i / L}$,
respectively. This reduction allows us to carry out most of the analysis on identifiability in a finite-dimensional setting. Therefore, we focus our attention to the finite-dimensional channel identification problem which is formulated in Section 2. Its relation to the corresponding continuous-time problem is discussed in detail in Section 5.

Systems of the form (2) are of particular importance in communications as $H f$ in (2) describes the propagation of a signal $f$ through a time-varying dispersive communication channel $[3,4]$. In this case $H$ is referred to as a linear time-varying channel with the delay-Doppler spreading function $\eta_{H}$. Especially in this communications setting, the identification problem for linear systems of the form (2) has drawn much attention in the past. In the SISO case, a series of papers [1,5-7] studied necessary and sufficient conditions for the identifiability of $H$ in terms of the support set of $\eta_{H}$. More recently, ideas from compressive sampling were applied to identify sparsely supported channels [8] and extension to stochastic channel models was considered in [9].

During the last decades MIMO communication systems have gained much importance because the channel capacity of such systems scales, in principle, linearly with the number of input and output antennas [10]. However, to achieve this potential gain in channel capacity, the signals at the different inputs and outputs have to be uncorrelated. In a communication setting, this requires a sufficiently large antenna spacing as well as a sufficiently rich scattering environment of the communications channel [11-13]. Apart from increasing the channel capacity, deploying a very large number (up to hundreds or thousands) of antennas that operate coherently and adaptively helps the signal processing and improves the energy efficiency and reliability of the communication link. This paradigm, known as massive MIMO, has gained much interest over the last years [14]. On the other hand, the problem of identifying a system certainly gets more demanding as the number of inputs and outputs increases [7], simply because for a system with $N$ inputs and $M$ outputs, one has to identify $N \cdot M$ individual subsystems. Nevertheless, due to potential coupling of antennas and due to fading correlations, these subchannels are often not completely independent. In many cases, the relation between subchannels can be characterized analytically for specific channel models, see for example, [15,16].

In this paper, we formulate and study the channel identification of deterministic SISO and MIMO systems whose subchannels have some a priori known linear relationship. The linear relations are expressed in terms of linear constraints that can accommodate relations between subchannels (for example, antenna coupling and fading correlations) as well as relations within each subchannel. We would like to emphasize that the focus of this paper is in the deterministic setting. Also, we assume that the spreading support of each subchannel is known [2,17,18]. The corresponding problem in the stochastic setting is to be treated in a forthcoming work.

This paper is organized as follows. In Section 2, we give a detailed review on the finite-dimensional channel identification problem and then formulate our main problem on the identification of SISO and MIMO channels under linear side constraints. Section 3 is devoted to the SISO case, in particular, it is shown that linear side constraints consisting of a single equation always remove a single degree of freedom from the SISO
channel identification problem. We also provide some sufficient conditions on the linear side constraints under which the corresponding SISO channels are identifiable. We extend the SISO results to the MIMO setting in Section 4. Applications in the continuous-time setting are discussed in Section 5, followed by some concluding remarks in Section 6. All proofs are collected in Section 7.

## 2. Background and problem formulation

In this section, we shall first review the finite-dimensional channel identification problem and then formulate our main problem which takes into consideration linear side constraints. We shall also develop the necessary mathematical background for the problem at hand. The transition to continuous-time channels is discussed later in Section 5.

### 2.1. Channel identification in finite dimensions

Identifying a channel prior to using it for communication is a classical problem in electrical engineering. Communication channels, such as satellite, radio, microwave, can be modeled in finite dimensions as linear combinations of discrete time-frequency shift operators $\boldsymbol{M}^{\ell} \boldsymbol{T}^{k}, k, \ell=0, \ldots, L-1$, where $\boldsymbol{T}, \boldsymbol{M}: \mathbb{C}^{L} \rightarrow \mathbb{C}^{L}$ are the cyclic ${ }^{1}$ time shift and frequency shift operators defined respectively by

$$
\begin{aligned}
& \boldsymbol{T} \boldsymbol{x}=\left(x_{1}, \ldots, x_{L-1}, x_{0}\right) \\
& \boldsymbol{M} \boldsymbol{x}=\left(\omega^{0} x_{0}, \omega^{1} x_{1}, \ldots, \omega^{L-1} x_{L-1}\right) \quad \text { with } \omega=e^{2 \pi i / L} .
\end{aligned}
$$

Since $\left\{\boldsymbol{M}^{\ell} \boldsymbol{T}^{k}\right\}_{k, \ell=0}^{L-1}$ forms a basis of $\mathcal{L}\left(\mathbb{C}^{L}, \mathbb{C}^{L}\right)$, every linear single-input single-output (SISO) channel can be expanded in the form of (3) with unique coefficients $\boldsymbol{\eta}=\boldsymbol{\eta}(\boldsymbol{H})=$ $\{\eta(k, \ell)\}_{k, \ell=0}^{L-1}$ called the spreading coefficients of $\boldsymbol{H}$ [19, Lemma 1]. These coefficients encode all the characteristics of $\boldsymbol{H}$, for example, each coefficient $\eta(k, \ell)$ can be seen as a gain factor associated with a transmission path with respective time-delay $k$ and frequency shift $\ell$ caused by the Doppler effect.

In this setting, the channel identification problem asks whether there exists a vector $\boldsymbol{c} \in \mathbb{C}^{L}$ such that every matrix of the form (3) with some restrictions (e.g., sparsity) on $\boldsymbol{\eta}$ can be uniquely recovered from $\boldsymbol{H} \boldsymbol{c}$.

Definition 1. A class of linear operators $\mathcal{H} \subset \mathcal{L}\left(\mathbb{C}^{L_{1}}, \mathbb{C}^{L_{2}}\right)$ is identifiable if there exists a vector $\boldsymbol{c} \in \mathbb{C}^{L_{1}}$ such that the map

$$
\boldsymbol{\Phi}_{\boldsymbol{c}}: \mathcal{H} \longrightarrow \mathbb{C}^{L_{2}}, \quad \boldsymbol{H} \mapsto \boldsymbol{H} \boldsymbol{c}
$$

is injective. Such a vector $\boldsymbol{c}$ is called an identifier for $\mathcal{H}$.

[^1]If $\mathcal{H}$ is an identifiable linear space then it is necessarily of dimension less than or equal to $L$.

Using the representation (3), any set of operators $\mathcal{H} \subset \mathcal{L}\left(\mathbb{C}^{L}, \mathbb{C}^{L}\right)$ can be expressed in terms of spreading coefficients, that is,

$$
\mathcal{H}=\left\{\sum_{k, \ell=0}^{L-1} \eta(k, \ell) \boldsymbol{M}^{\ell} \boldsymbol{T}^{k}:\{\eta(k, \ell)\}_{k, \ell=0}^{L-1} \in \Omega\right\}
$$

where operators in $\mathcal{H}$ and elements in $\Omega \subset \mathbb{C}^{L \times L}$ are in one-to-one correspondence. In particular, we are interested in operator classes with $\Omega \subset \mathbb{C}^{L \times L}=\mathbb{C}^{\mathbb{Z}_{L} \times \mathbb{Z}_{L}}$ being of the form $\mathbb{C}^{\Lambda} \times\{0\}^{\left(\mathbb{Z}_{L} \times \mathbb{Z}_{L}\right) \backslash \Lambda}$ with $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$, where $B^{A}$ denotes the set of functions from $A$ to $B$. Here and subsequently we will abuse notation and not distinguish the sets $\mathbb{C}^{\Lambda} \times\{0\}^{\left(\mathbb{Z}_{L} \times \mathbb{Z}_{L}\right) \backslash \Lambda}, \mathbb{C}^{\Lambda}$, and $\mathbb{C}^{|\Lambda|}$, as they are all isomorphic.

Definition 2. For $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$, we define the single-input single-output operator PaleyWiener space ${ }^{2}$ by

$$
O P W(\Lambda)=\operatorname{span}\left\{\boldsymbol{M}^{\ell} \boldsymbol{T}^{k}:(k, \ell) \in \Lambda\right\}=\left\{\boldsymbol{H} \in \mathcal{L}\left(\mathbb{C}^{L}, \mathbb{C}^{L}\right): \operatorname{supp} \boldsymbol{\eta} \subset \Lambda\right\}
$$

For example, the class of operators consisting of linear combinations of translation operators $\boldsymbol{T}^{k}, k=0,1, \ldots, L-1$, corresponds to having $\eta(k, \ell)=0$ for all but $\ell=0$ (i.e., the only possible nonzero coefficients are $\eta(0,0), \eta(1,0), \cdots, \eta(L-1,0))$ and therefore can be expressed as $O P W\left(\mathbb{Z}_{L} \times\{0\}\right)$.

According to Definition 1, the space $\operatorname{OPW}(\Lambda)$ is identifiable if and only if there exists a vector $\boldsymbol{c} \in \mathbb{C}^{L}$ such that for each $\boldsymbol{H} \in O P W(\Lambda)$ the equation

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{H} \boldsymbol{c}=\sum_{(k, \ell) \in \Lambda} \eta(k, \ell) \boldsymbol{M}^{\ell} \boldsymbol{T}^{k} \boldsymbol{c}=\boldsymbol{G}(\boldsymbol{c}) \boldsymbol{\eta} \tag{4}
\end{equation*}
$$

is uniquely solvable in $\boldsymbol{\eta}=\{\eta(k, \ell)\}_{(k, \ell) \in \Lambda} \in \mathbb{C}^{\Lambda}$, where $\boldsymbol{G}(\boldsymbol{c})$ is the Gabor matrix introduced in the next section.

Let us mention that in this paper, we only consider the case where the spreading support $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ is known. For the study of identification of operators with unknown spreading support, we refer to $[2,17,18]$ and references therein.

### 2.2. Gabor system matrices

Given a window $\boldsymbol{c} \in \mathbb{C}^{L}$, the full Gabor system matrix $\boldsymbol{G}(\boldsymbol{c})$ is the $L \times L^{2}$ matrix whose columns are the time-frequency shifts $\boldsymbol{M}^{\ell} \boldsymbol{T}^{k} \boldsymbol{c}, k, \ell=0, \ldots, L-1$, of $\boldsymbol{c}$, that is,

[^2]\[

$$
\begin{gather*}
\boldsymbol{G}(\boldsymbol{c})=\left[\boldsymbol{c}, \boldsymbol{M} \boldsymbol{c}, \ldots, \boldsymbol{M}^{L-1} \boldsymbol{c} \mid \boldsymbol{T} \boldsymbol{c}, \boldsymbol{M} \boldsymbol{T} \boldsymbol{c}, \ldots, \boldsymbol{M}^{L-1} \boldsymbol{T} \boldsymbol{c}\right. \\
\left.\ldots \mid \boldsymbol{T}^{L-1} \boldsymbol{c}, \boldsymbol{M T}^{L-1} \boldsymbol{c}, \ldots, \boldsymbol{M}^{L-1} \boldsymbol{T}^{L-1} \boldsymbol{c}\right] \\
=\left[\begin{array}{l|l|l|l}
\boldsymbol{D}_{0} \boldsymbol{W}_{L} & \left.\boldsymbol{D}_{1} \boldsymbol{W}_{L}|\cdots| \boldsymbol{D}_{L-1} \boldsymbol{W}_{L}\right]
\end{array}\right. \tag{5}
\end{gather*}
$$
\]

where $\boldsymbol{D}_{k}=\operatorname{diag}\left(\boldsymbol{T}^{k} \boldsymbol{c}\right)=\operatorname{diag}\left(c_{k}, \ldots, c_{L-1}, c_{0}, \ldots, c_{k-1}\right)$ and $\boldsymbol{W}_{L}=\left(e^{2 \pi i n m / L}\right)_{n, m=0}^{L-1}$ is the $L \times L$ Fourier matrix. For $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$, we denote by $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$ the submatrix of $\boldsymbol{G}(\boldsymbol{c})$ formed with columns indexed by $\Lambda$, that is, $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}=\left[\boldsymbol{M}^{\ell} \boldsymbol{T}^{k} \boldsymbol{c}\right]_{(k, \ell) \in \Lambda}$.

Recall that the spark of a matrix $\boldsymbol{A} \in \mathbb{C}^{m \times N}$ with $m<N$ is the size of the smallest linearly dependent subset of columns, that is, $\operatorname{spark}(\boldsymbol{A})=\min \left\{\|\boldsymbol{z}\|_{0}: \boldsymbol{A} \boldsymbol{z}=0, \boldsymbol{z} \neq 0\right\}$. We say that $\boldsymbol{A}$ has full spark if $\operatorname{spark}(\boldsymbol{A})=m+1$. Here and in the following, $\|\boldsymbol{z}\|_{0}$ denotes the number of nonzero entries in a vector $\boldsymbol{z}$.

For $\boldsymbol{c} \neq 0$, the $L^{2}$ columns of $\boldsymbol{G}(\boldsymbol{c})$ form a tight frame of $\mathbb{C}^{L}$ with frame bound $L\|\boldsymbol{c}\|_{2}^{2}$ (see, e.g., [19]) and therefore $\boldsymbol{G}(\boldsymbol{c})$ always has full rank. Moreover, it is known that there exists $\boldsymbol{c}$ so that $\boldsymbol{G}(\boldsymbol{c})$ has full spark:

Theorem 3 ([19,20]). Let $L \in \mathbb{N}$. For any $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ of size $L$, $\operatorname{det}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)$ is a nontrivial homogeneous polynomial of degree $L$ in the variables $c_{0}, \ldots, c_{L-1}$. Consequently, there exists a dense open subset $\mathcal{S} \subset \mathbb{C}^{L}$ of full measure such that $\boldsymbol{G}(\boldsymbol{c})$ has full spark for $\boldsymbol{c} \in \mathcal{S}$.

Theorem 3 was proved in [19] for $L$ prime by isolating the so-called lowest index monomial from the determinant of $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$. Later, [20] extended the result to all positive integers $L \in \mathbb{N}$ by finding the so-called consecutive index monomial.

As seen in Equation (4), the Gabor matrix $\boldsymbol{G}(\boldsymbol{c})$ plays a crucial role in operator identification. When restricting Equation (4) to the space $O P W(\Lambda)$ with $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$, that is, if $\boldsymbol{\eta}$ is supported in $\Lambda$, the equation reduces to

$$
\boldsymbol{y}=\left.\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \boldsymbol{\eta}\right|_{\Lambda}
$$

This implies that $O P W(\Lambda)$ is identifiable if and only if the matrix $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$ has linearly independent columns. As a direct consequence of Theorem 3, we have the following characterization on the identifiability of $O P W(\Lambda)$.

Corollary 4. The space $O P W(\Lambda)$ is identifiable if and only if $|\Lambda| \leq L$.

### 2.3. Multiple-input multiple-output channel operators

In the multiple-input multiple-output (MIMO) setting, say, with $N$ inputs and $M$ outputs, a communication channel $\boldsymbol{H}$ consists of $M N$ subchannels and is represented by the $M \times N$ block matrix

$$
\boldsymbol{H}=\left[\begin{array}{ccc}
\boldsymbol{H}_{1,1} & \cdots & \boldsymbol{H}_{1, N} \\
\vdots & & \vdots \\
\boldsymbol{H}_{M, 1} & \cdots & \boldsymbol{H}_{M, N}
\end{array}\right]
$$

where each subchannel $\boldsymbol{H}_{m, n} \in \mathbb{C}^{L \times L}$ is of the form (3). The corresponding channel identification problem asks for the existence of a vector $\boldsymbol{c}=\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that $\boldsymbol{H}$ can be uniquely recovered from

$$
\boldsymbol{H} \boldsymbol{c}=\left[\begin{array}{ccc}
\boldsymbol{H}_{1,1} & \cdots & \boldsymbol{H}_{1, N}  \tag{6}\\
\vdots & & \vdots \\
\boldsymbol{H}_{M, 1} & \cdots & \boldsymbol{H}_{M, N}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{c}^{(1)} \\
\vdots \\
\boldsymbol{c}^{(N)}
\end{array}\right]=\left[\begin{array}{c}
\sum_{n=1}^{N} \boldsymbol{H}_{1, n} \boldsymbol{c}^{(n)} \\
\vdots \\
\sum_{n=1}^{N} \boldsymbol{H}_{M, n} \boldsymbol{c}^{(n)}
\end{array}\right]
$$

We will denote by $\boldsymbol{\eta}_{m, n}=\left[\eta_{m, n}(k, \ell)\right]_{k, \ell=0}^{L-1} \in \mathbb{C}^{L^{2}}$ the spreading coefficients of the subchannel $\boldsymbol{H}_{m, n}$.

Definition 5. For $\boldsymbol{\Lambda}=\left[\Lambda_{m, n}\right]_{m=1}^{M} N{ }_{n=1}^{N}$ with $\Lambda_{m, n} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$, define the MIMO operator Paley-Wiener space $O P W(\boldsymbol{\Lambda})$ by

$$
O P W(\boldsymbol{\Lambda})=\left\{\boldsymbol{H}: \boldsymbol{H}_{m n} \in O P W\left(\Lambda_{m, n}\right), m=1, \ldots, M, n=1, \ldots, N\right\} .
$$

By definition, the space $O P W(\boldsymbol{\Lambda})$ is identifiable if there exists $\boldsymbol{c}=\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in$ $\left(\mathbb{C}^{L}\right)^{N}$ such that the map $\boldsymbol{H} \mapsto \boldsymbol{H} \boldsymbol{c}$ is injective on $O P W(\boldsymbol{\Lambda})$. Since $O P W(\boldsymbol{\Lambda})$ is linear, this holds if and only if the conditions $\boldsymbol{H} \boldsymbol{c}=0$ and $\boldsymbol{H} \in O P W(\boldsymbol{\Lambda})$ imply $\boldsymbol{H}=0$.

For the MIMO operator Paley-Wiener space $O P W(\boldsymbol{\Lambda})$, we have the following identifiability result. ${ }^{3}$

Theorem 6 ([7]). The space $O P W(\boldsymbol{\Lambda})$ is identifiable if and only if $\sum_{n=1}^{N}\left|\Lambda_{m, n}\right| \leq L$ for $m=1, \ldots, M$.

As a consequence, the space $O P W(\boldsymbol{\Lambda})$ is identifiable if and only if for $m=1, \ldots, M$ the space $O P W\left(\boldsymbol{\Lambda}_{m}\right)$ with $\boldsymbol{\Lambda}_{m}=\left\{\Lambda_{m, n}\right\}_{n=1}^{N}$ is identifiable. This reflects the fact that $N$-input $M$-output channels can be separated into $M$ systems of $N$-input single-output channels. Certainly, this simplification fails in the case that we focus on, that is, in the case that linear relations between subchannels of different $m$ are present.

Theorem 6 is a direct consequence of the following generalization of Theorem 3.
Theorem 7. For every $L, N \in \mathbb{N}$, there exists a dense open subset $\mathcal{S}_{N} \subset\left(\mathbb{C}^{L}\right)^{N}$ of full measure such that the matrix

$$
\begin{equation*}
\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right):=\left[\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\left|\boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right| \cdots \mid \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right] \in \mathbb{C}^{L \times N L^{2}} \tag{7}
\end{equation*}
$$

has full spark for $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in \mathcal{S}_{N}$.

[^3]We can generalize Theorem 7 further to the following theorem.
Theorem 8. For every $L, N \in \mathbb{N}$ and $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{N}\right)^{\mathrm{T}} \in \mathbb{C}^{N} \backslash\{0\}$, there exists a dense open subset $\mathcal{S}_{N, \boldsymbol{\alpha}} \subset\left(\mathbb{C}^{L}\right)^{N}$ of full measure with the property that the matrix

$$
\begin{equation*}
\left[\left.\left.\left.\boldsymbol{G}\left(\sum_{n=1}^{N} \alpha_{n} \boldsymbol{c}^{(n)}\right)\right|_{\Lambda} \boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} \cdots \cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}}\right] \in \mathbb{C}^{L \times L} \tag{8}
\end{equation*}
$$

is invertible for every $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in \mathcal{S}_{N, \boldsymbol{\alpha}}$ and every sets $\Lambda, \Lambda^{(1)}, \ldots, \Lambda^{(N)} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $\Lambda \cap\left(\Lambda^{(1)} \cup \ldots \cup \Lambda^{(N)}\right)=\emptyset$ and $|\Lambda|+\left|\Lambda^{(1)}\right|+\ldots+\left|\Lambda^{(N)}\right|=L$.

An application of Theorem 8 is given in Example 33 below. See Section 7.2 for the proof of Theorems 7 and 8.

### 2.4. Linear relations between and within subchannels

The necessary and sufficient condition for the identifiability of $O P W(\boldsymbol{\Lambda})$ in Theorem 6 is based on the assumption that all subchannels and their components are independent, in the sense that information about one subchannel does not help to identify another. In case that linear relations between the subchannels (or their components) are known, for example, when transmission and/or receiving antennas are not well separated, one should certainly try to take advantage of such information in channel identification.

Let us now formalize the linear relations in terms of linear constraints. In the SISO setting, we express the linear relations between the entries of $\boldsymbol{\eta}$ by the equation

$$
\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}
$$

Including Equation (4), we obtain

$$
\left[\begin{array}{l}
y \\
b
\end{array}\right]=\left[\begin{array}{c}
G(c) \\
A
\end{array}\right] \eta .
$$

Further, if $\boldsymbol{\eta} \in \mathbb{C}^{L^{2}}$ is known to be supported in a set $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$, the system reduces to

$$
\left[\begin{array}{c}
\boldsymbol{y}  \tag{9}\\
\boldsymbol{b}
\end{array}\right]=\left.\left[\begin{array}{c}
\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\
\left.\boldsymbol{A}\right|_{\Lambda}
\end{array}\right] \boldsymbol{\eta}\right|_{\Lambda} .
$$

In the MIMO setting, by rewriting

$$
\boldsymbol{H}_{m, n} \boldsymbol{c}^{(n)}=\boldsymbol{G}\left(\boldsymbol{c}^{(n)}\right) \boldsymbol{\eta}_{m, n}, \quad m=1, \ldots, M, \quad n=1, \ldots, N
$$

in (6) we obtain the linear system

$$
\left[\begin{array}{c}
\boldsymbol{y}_{1} \\
\vdots \\
\boldsymbol{y}_{M}
\end{array}\right]=\boldsymbol{H} \boldsymbol{c}=\left[\begin{array}{c}
\sum_{n=1}^{N} \boldsymbol{G}\left(\boldsymbol{c}^{(n)}\right) \boldsymbol{\eta}_{1, n} \\
\vdots \\
\sum_{n=1}^{N} \boldsymbol{G}\left(\boldsymbol{c}^{(n)}\right) \boldsymbol{\eta}_{M, n}
\end{array}\right]
$$

$$
=\left[\begin{array}{cccc}
\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) & 0 & \cdots & 0 \\
0 & \boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\eta}_{1} \\
\boldsymbol{\eta}_{2} \\
\vdots \\
\boldsymbol{\eta}_{M}
\end{array}\right]
$$

where $\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)=\left[\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)|\cdots| \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right] \in \mathbb{C}^{L \times N L^{2}}$ and $\boldsymbol{\eta}_{m}=\left\{\boldsymbol{\eta}_{m, n}\right\}_{n=1}^{N} \in$ $\left(\mathbb{C}^{L^{2}}\right)^{N}$ for $m=1, \ldots, M$. Similarly, we express the linear relations between and within the vectors $\boldsymbol{\eta}_{m}, m=1, \ldots, M$, by the equation

$$
\boldsymbol{b}=\sum_{m=1}^{M} \boldsymbol{A}_{m} \boldsymbol{\eta}_{m}
$$

Combining the equations leads to ${ }^{4}$

$$
\left[\begin{array}{c}
\boldsymbol{y}_{1} \\
\boldsymbol{y}_{2} \\
\vdots \\
\boldsymbol{y}_{M} \\
\boldsymbol{b}
\end{array}\right]=\left[\begin{array}{cccc}
\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) & 0 & \cdots & 0 \\
0 & \boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \\
\boldsymbol{A}_{1} & \boldsymbol{A}_{2} & \cdots & \boldsymbol{A}_{M}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\eta}_{1} \\
\boldsymbol{\eta}_{2} \\
\vdots \\
\boldsymbol{\eta}_{M}
\end{array}\right]
$$

Under the assumption that $\boldsymbol{\eta}_{m}=\left\{\boldsymbol{\eta}_{m, n}\right\}_{n=1}^{N} \in\left(\mathbb{C}^{L^{2}}\right)^{N}$ is supported in $\Lambda_{m}=$ $\left\{\Lambda_{m, n}\right\}_{n=1}^{N} \subset\left(\mathbb{Z}_{L} \times \mathbb{Z}_{L}\right)^{N}$, i.e., $\operatorname{supp} \boldsymbol{\eta}_{m, n} \subset \Lambda_{m, n}$ for all $m$ and $n$, the system reduces again to

$$
\left[\begin{array}{c}
\boldsymbol{y}_{1}  \tag{10}\\
\boldsymbol{y}_{2} \\
\vdots \\
\boldsymbol{y}_{M} \\
\boldsymbol{b}
\end{array}\right]=\left[\begin{array}{cccc}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{1}} & 0 & \cdots & 0 \\
0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{M}} \\
\left.\boldsymbol{A}_{1}\right|_{\Lambda_{1}} & \left.\boldsymbol{A}_{2}\right|_{\Lambda_{2}} & \cdots & \left.\boldsymbol{A}_{M}\right|_{\Lambda_{M}}
\end{array}\right]\left[\begin{array}{c}
\left.\boldsymbol{\eta}_{\boldsymbol{1}}\right|_{\Lambda_{1}} \\
\left.\boldsymbol{\eta}_{2}\right|_{\Lambda_{2}} \\
\vdots \\
\left.\boldsymbol{\eta}_{M}\right|_{\Lambda_{M}}
\end{array}\right]
$$

Now that the linear relations are incorporated into (9) and (10) for SISO and MIMO, respectively, the identifiability of the corresponding class of channels with the linear relations can be formalized as follows.

[^4]Definition 9. The SISO operator Paley-Wiener space $O P W(\Lambda)$ with constraints $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}$ is identifiable if there exists a vector $\boldsymbol{c} \in \mathbb{C}^{L_{1}}$ such that (9) is uniquely solvable for every $H \in O P W(\Lambda)$.

The MIMO operator Paley-Wiener space $O P W(\boldsymbol{\Lambda})$ with constraints $\boldsymbol{b}=\sum_{m=1}^{M} \boldsymbol{A}_{m} \boldsymbol{\eta}_{m}$ is identifiable if there exists $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that (10) is uniquely solvable for every $H \in O P W(\boldsymbol{\Lambda})$.

We will refer to the constraints $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}$ in the SISO case, respectively $\boldsymbol{b}=$ $\sum_{m=1}^{M} \boldsymbol{A}_{m} \boldsymbol{\eta}_{m}$ in the MIMO case, the side constraints associated with $\operatorname{OPW}(\Lambda)$, respectively $O P W(\boldsymbol{\Lambda})$.

The following proposition shows that the identifiability of $O P W(\Lambda)$, respectively $O P W(\boldsymbol{\Lambda})$, with side constraints depends only on the matrix $\boldsymbol{A}$, respectively matrices $\boldsymbol{A}_{m}, m=1, \ldots, M$, and not on the choice of $\boldsymbol{b}$. As the proof is simple, we leave it to the reader.

Proposition 10. (a) The SISO operator Paley-Wiener space $O P W(\Lambda)$ with side constraints $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}$ is identifiable by $\boldsymbol{c} \in \mathbb{C}^{L}$ if and only if the matrix

$$
\left[\begin{array}{c}
\left.G(c)\right|_{\Lambda}  \tag{11}\\
\left.A\right|_{\Lambda}
\end{array}\right]
$$

is injective.
(b) The MIMO operator Paley-Wiener space $\operatorname{OPW}(\boldsymbol{\Lambda})$ with side constraints $\boldsymbol{b}=$ $\sum_{m=1}^{M} \boldsymbol{A}_{m} \boldsymbol{\eta}_{m}$ is identifiable by $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ if and only if the matrix

$$
\left[\begin{array}{cccc}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\boldsymbol{\Lambda}_{1}} & 0 & \cdots & 0  \tag{12}\\
0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\boldsymbol{\Lambda}_{2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\boldsymbol{\Lambda}_{M}} \\
\left.\boldsymbol{A}_{1}\right|_{\boldsymbol{\Lambda}_{1}} & \left.\boldsymbol{A}_{2}\right|_{\boldsymbol{\Lambda}_{2}} & \cdots & \left.\boldsymbol{A}_{M}\right|_{\boldsymbol{\Lambda}_{M}}
\end{array}\right]
$$

with $\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)=\left[\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)|\cdots| \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right] \in \mathbb{C}^{L \times N L^{2}}$ and $\boldsymbol{\Lambda}_{m}=\left\{\Lambda_{m, n}\right\}_{n=1}^{N} \subset$ $\left(\mathbb{Z}_{L} \times \mathbb{Z}_{L}\right)^{N}$ is injective.

This proposition leads us to investigate matrices of the form (11) and (12) for SISO and MIMO, respectively.

Note that choosing the empty set of side constraints gives the standard SISO/MIMO operator Paley-Wiener spaces. In that case, the matrix (11) is reduced to $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$ which can be made injective if and only if $|\Lambda| \leq L$ (see Theorem 3 and Corollary 4). Similarly, the matrix (12) with the last row removed can be made injective if and only if $\sum_{n=1}^{N}\left|\Lambda_{m, n}\right| \leq L$ for $m=1, \ldots, M$ (see Theorems 6 and 7 ).

Remark 11. The identifiability result for the standard operator Paley-Wiener spaces has been reduced by Corollary 4 and Theorem 6 to counting the degrees of freedom involved with the spreading support. Therefore, one could expect that a set of linear constraints with rank $k$ would remove exactly $k$ degrees of freedom from the channel identification problem. As we shall see, this is true in general only for $k=1$ and even for this case the proof of the argument is not as easy as may be expected. The result cannot be deduced simply by counting the degrees of freedom but requires a careful analysis of the block matrices appearing in Proposition 10. See part (ii) of Remark 12 for additional remarks on degrees of freedom.

Remark 12. (i) It is worthwhile to note that the following statements are equivalent.
(a) The matrix $\left[\begin{array}{c}\boldsymbol{G} \\ \boldsymbol{A}\end{array}\right]$ is injective.
(b) $\operatorname{ker} \boldsymbol{G} \cap \operatorname{ker} \boldsymbol{A}=\{0\}$.
(c) The positive semi-definite matrix $\boldsymbol{G}^{*} \boldsymbol{G}+\boldsymbol{A}^{*} \boldsymbol{A}$ is strictly positive.
(ii) Let us recall that the intersection of two generic subspaces of dimension $r$ and $s$ of an $L$ dimensional space is trivial if $r+s \leq L$. Hence, for generic $\boldsymbol{G} \in \mathbb{C}^{L \times U}$ and $\boldsymbol{A} \in \mathbb{C}^{K \times U}$ with $L, K \leq U$, condition (b) holds as long as $(U-L)+(U-K) \leq L$, that is, $2 U \leq 2 L+K$. Note further that in our setup, we have $U=|\Lambda|$, so it seems as if we can compensate any size of $\Lambda$ as long as we have sufficiently many conditions on $\boldsymbol{A}$, that is, as long as $K$ can compensate for large $\Lambda$. But this observation is far from concluding our discussion, as both matrices $\boldsymbol{A}$ and $\boldsymbol{G}$ are not generic in our setup. Moreover, the question at hand is whether for a given $\boldsymbol{A}$ (not a generic one) we can find a vector $\boldsymbol{c}$ so that $\operatorname{ker}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right) \cap \operatorname{ker} \boldsymbol{A}=\{0\}$.
(iii) In the SISO setting, imposing the side constraints $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}$ can be understood as restricting the vector $\boldsymbol{\eta} \in \mathbb{C}^{L^{2}}$ to the affine subspace $\left\{\boldsymbol{\eta} \in \mathbb{C}^{L^{2}}: \boldsymbol{A} \boldsymbol{\eta}=\boldsymbol{b}\right\}$. Side constraints in the MIMO setting can be viewed in a similar manner.

To illustrate how natural and useful the consideration of linear constraints is, we give two examples, one in the multiple-input single-output and one in the single-input multiple-output setting.

Example 13. (i) In the two-input single-output setting $(M=1, N=2)$, Theorem 6 states the necessary and sufficient condition $\left|\Lambda_{1,1}\right|+\left|\Lambda_{1,2}\right| \leq L$ for $O P W(\boldsymbol{\Lambda})$ to be identifiable. However, if the channel of interest is known to have an identical component in its subchannels, for example, if $\boldsymbol{H}=\left(\boldsymbol{H}_{1,1}, \boldsymbol{H}_{1,2}\right)$ satisfies $(0,0) \in \Lambda_{1,1} \cap \Lambda_{1,2}$ and $\boldsymbol{\eta}_{1,1}(0,0)=\boldsymbol{\eta}_{1,2}(0,0)$, then by counting the degrees of freedom associated with $\boldsymbol{\eta}_{1,1}$ and $\boldsymbol{\eta}_{1,2}$ one can expect that $\operatorname{OPW}(\boldsymbol{\Lambda})$ is identifiable even if $\left|\Lambda_{1,1}\right|+\left|\Lambda_{1,2}\right|=L+1$. This is indeed true and can be verified using Proposition 10. A detailed argument is given in Section 7.1.
(ii) In the single-input two-output setting $(M=2, N=1)$, Theorem 6 gives the necessary and sufficient condition that $\left|\Lambda_{1,1}\right| \leq L$ and $\left|\Lambda_{2,1}\right| \leq L$, for $O P W(\boldsymbol{\Lambda})$ to be identifiable. However, if a channel $\boldsymbol{H}=\left(\boldsymbol{H}_{1,1}, \boldsymbol{H}_{2,1}\right) \in O P W(\boldsymbol{\Lambda})$ is known to have some identical components in its subchannels, i.e., $\left.\boldsymbol{\eta}_{1,1}\right|_{S}=\left.\boldsymbol{\eta}_{2,1}\right|_{S}$ for some $S \subset$ $\Lambda_{1,1} \cap \Lambda_{2,1}$, then it turns out that $\operatorname{OPW}(\boldsymbol{\Lambda})$ is identifiable if $\max \left\{\left|\Lambda_{1,1} \backslash S\right|,\left|\Lambda_{2,1}\right|\right\} \leq L$, or $\max \left\{\left|\Lambda_{1,1}\right|,\left|\Lambda_{2,1} \backslash S\right|\right\} \leq L$, or $\max \left\{\left|\Lambda_{1,1} \backslash S\right|+\left|\Lambda_{2,1} \backslash S\right|,|S|\right\} \leq L$. This allows the identification of $\boldsymbol{H}$ even if the classical requirements $\left|\Lambda_{1,1}\right| \leq L$ and $\left|\Lambda_{2,1}\right| \leq L$ are not satisfied. As an extreme case, $\boldsymbol{H}$ is identifiable when $S=\Lambda_{1,1} \subset \Lambda_{2,1}$ with $\left|\Lambda_{1,1}\right|=L$ and $\left|\Lambda_{2,1}\right|=2 L$. See Section 7.1 for a detailed discussion.

Remark 14. To develop an identification procedure for $O P W(\Lambda)$ with side constraints $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}$ involves the following steps. For simplicity, we shall assume $0=\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}$. After ensuring that the matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\ \boldsymbol{A}\end{array}\right]$ has trivial kernel for some, and hence for almost all $\boldsymbol{c}$, we note that $\operatorname{ker} \boldsymbol{A}=\left(\operatorname{ran} \boldsymbol{A}^{*}\right)^{\perp}$ is a subspace of $\mathbb{C}^{\Lambda}$ with dimension $|\Lambda|-\operatorname{rank} \boldsymbol{A}$. Let $\boldsymbol{B} \in \mathbb{C}^{|\Lambda| \times(|\Lambda|-\operatorname{rank} \boldsymbol{A})}$ be a matrix whose columns form an orthonormal basis of $\operatorname{ker} \boldsymbol{A}=\left(\operatorname{ran} \boldsymbol{A}^{*}\right)^{\perp} \subset \mathbb{C}^{\Lambda}$. We now pick $\boldsymbol{c} \in \mathbb{C}^{L}$ so that the embedding

$$
\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \circ \boldsymbol{B} \in \mathbb{C}^{L \times(|\Lambda|-\operatorname{rank} \boldsymbol{A})}
$$

is bounded below by $\alpha$ and above by $\beta$ with $\beta / \alpha$ not too large. The identification problem corresponds now to solving

$$
\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \circ \boldsymbol{B}\right) \boldsymbol{x}=\boldsymbol{y}
$$

for $\boldsymbol{x}$ and setting $\boldsymbol{\eta}=\boldsymbol{B} \boldsymbol{x}$. If $L \geq|\Lambda|-\operatorname{rank} \boldsymbol{A}$ and $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \circ \boldsymbol{B}$ is left-invertible, then the space $O P W(\Lambda)$ with side constraints $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}$ is identifiable. Note that in case $L>|\Lambda|-\operatorname{rank} \boldsymbol{A}$, we can apply linear regression methods to obtain the least squares solution in case that our measurements $\boldsymbol{y}$ are affected by noise.

## 3. Identification results for SISO channels with constraints

Let us start with SISO channels that have some linearly related components. As in the statement of Proposition 10(a), we shall consider SISO channel operators in the space $O P W(\Lambda)$ and represent the linear relations by the equation $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}$. Then, identifiability of $O P W(\Lambda)$ depends on the injectivity of the matrix given in (11). We will show that if $\boldsymbol{A}$ consists of a single row, then the space $\operatorname{OPW}(\Lambda)$ with $|\Lambda|=L+1$ under the linear relation $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{\eta}$ is always identifiable. Comparing with Corollary 4, this result overcomes the fundamental limitation on the size of $\Lambda$ by taking into account the linear side constraints.

Theorem 15. Let $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $|\Lambda|=L+1$, and $\boldsymbol{a} \in \mathbb{C}^{\Lambda} \backslash\{0\}$. There exists $\boldsymbol{c} \in \mathbb{C}^{L}$ such that the $(L+1) \times(L+1)$ matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\ \boldsymbol{a}^{*}\end{array}\right]$ is invertible. Moreover, such vectors $\boldsymbol{c}$
constitute a dense open subset of $\mathbb{C}^{L}$ with full measure. Hence, the space $\operatorname{OPW}(\Lambda)$ with side constraints $b=\left.\boldsymbol{a}^{*} \boldsymbol{\eta}\right|_{\Lambda}$, where $b \in \mathbb{C}$ and $\boldsymbol{\eta} \in \mathbb{C}^{L^{2}}$, is identifiable.

The proof of this result relies on the following lemma.
Lemma 16. Let $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $L+1 \leq R=|\Lambda| \leq L^{2}$. Then

$$
\operatorname{span}\left\{\left.\operatorname{ker} \boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}: \boldsymbol{c} \in \mathcal{S}\right\}=\mathbb{C}^{\Lambda}
$$

where $\mathcal{S}$ is the set of all $\boldsymbol{c} \in \mathbb{C}^{L}$ such that $\boldsymbol{G}(\boldsymbol{c})$ has full spark (cf. Theorem 3).

Unfortunately, to obtain an identifiability result from this lemma requires to restrict ourselves to $|\Lambda|=L+1$ as in Theorem 15. The proof of Theorem 15 and Lemma 16 are contained in Section 7.3.

Theorem 15 does not allow us to draw conclusions for the case of linear constraints with multiple equations. Indeed, if $\boldsymbol{A}$ has multiple rows, the intersection of the row spaces of $\boldsymbol{A}$ and $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$ may depend on the choice of $\boldsymbol{c}$. Below we give an example of $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with size $L+2$ and linear constraints of two equations such that the matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\ \boldsymbol{A}\end{array}\right]$ is singular for all $\boldsymbol{c} \in \mathbb{C}^{L}$.

Example 17. Let $L=3$ and $\Lambda=\{(0,0),(0,1),(0,2),(1,0),(1,1)\}$. The matrix

$$
\left[\begin{array}{rrrrr}
\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\
\boldsymbol{A}
\end{array}\right]=\left[\begin{array}{rrrrr}
c_{0} & c_{0} & c_{0} & c_{1} & c_{1} \\
c_{1} & \omega c_{1} & \omega^{2} c_{1} & c_{2} & \omega c_{2} \\
c_{2} & \omega^{2} c_{2} & \omega^{4} c_{2} & c_{0} & \omega^{2} c_{0} \\
1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1
\end{array}\right]
$$

is singular for all $\boldsymbol{c}=\left(c_{0}, c_{1}, c_{2}\right)^{\mathrm{T}} \in \mathbb{C}^{3}$. Indeed, the first row is a linear combination of the fourth and the fifth row.

Below we give an example of a matrix $\boldsymbol{A} \in \mathbb{C}^{L \times L^{2}}$ such that the matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\ \boldsymbol{A} \Lambda_{\Lambda}\end{array}\right]$ is not injective for every $\boldsymbol{c} \in \mathbb{C}^{L}$ and $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ of size $2 L$.

Example 18. If

$$
\boldsymbol{A}=\left[\boldsymbol{I}_{L}\left|\boldsymbol{M}^{-1}\right| \cdots \mid \boldsymbol{M}^{-(L-1)}\right] \quad \in \mathbb{C}^{L \times L^{2}}
$$

then the $2 L \times L^{2}$ matrix $\left[\begin{array}{c}\boldsymbol{G}(\boldsymbol{c}) \\ \boldsymbol{A}\end{array}\right]$ is rank deficient for all $\boldsymbol{c} \in \mathbb{C}^{L}$. To see this, observe that the row vectors of $\boldsymbol{A}$ can be expressed as

$$
\boldsymbol{v}_{0}=(1,1, \ldots, 1)^{\mathrm{T}} \otimes \boldsymbol{e}_{0}
$$

$$
\begin{aligned}
\boldsymbol{v}_{1} & =\left(1, \omega^{-1}, \ldots, \omega^{-(L-1)}\right)^{\mathrm{T}} \otimes \boldsymbol{e}_{1} \\
& \vdots \\
\boldsymbol{v}_{L-1} & =\left(1, \omega^{-(L-1)}, \ldots, \omega^{-(L-1)^{2}}\right)^{\mathrm{T}} \otimes \boldsymbol{e}_{L-1}
\end{aligned}
$$

where $\boldsymbol{e}_{\ell}$ is the $\ell$-th canonical basis vector. It is easy to see that the sum of all rows of $\boldsymbol{G}(\boldsymbol{c})$ is equal to $\sum_{\ell=0}^{L-1}\left(\sum_{k=0}^{L-1} \omega^{k \ell} c_{k}\right) \boldsymbol{v}_{\ell}$, hence, the rows of $\left[\begin{array}{c}\boldsymbol{G}(\boldsymbol{c}) \\ \boldsymbol{A}\end{array}\right]$ are linearly dependent.

Note that increasing the ratio of the size of $\Lambda$ with the number of constraints may help to keep the intersection of the row space of $\boldsymbol{A}$ and the row space of $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$ trivial. But Example 18 shows that there exists an $L$-dimensional subspace in the $L^{2}$-dimensional space, which intersects nontrivially with the $L$-dimensional row space of $\boldsymbol{G}(\boldsymbol{c})$ for every $c \in \mathcal{S}$.

### 3.1. Sufficient conditions

As seen in Example 17, it is impossible to extend Theorem 15 in full generality to linear constraints with multiple equations. However, for some $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ and generic $\boldsymbol{A}$ there generally exists a $\boldsymbol{c}$ such that $\left[\underset{\boldsymbol{A}}{\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}}\right]$ is injective. In the following, we present some conditions on $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ and $\boldsymbol{A}$ that guarantee the existence of such an identifier $\boldsymbol{c}$. For this we need some definitions.

Definition 19. With each $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ we associate an $L$-tuple $\boldsymbol{\tau}(\Lambda)=\boldsymbol{\tau}=$ $\left(\tau_{0}, \tau_{1}, \ldots, \tau_{L-1}\right)$, where $\tau_{k}=\tau_{k}(\Lambda):=\left|\Lambda \cap\left(\{k\} \times \mathbb{Z}_{L}\right)\right|$ is the number of elements in $\Lambda$ that are of the form $(k, \ell), \ell \in \mathbb{Z}_{L}$.

Clearly, any $L$-tuple $\boldsymbol{\tau}=\boldsymbol{\tau}(\Lambda)$ with $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ satisfies $\boldsymbol{\tau} \in\{0,1, \ldots, L\}^{L}$ and $\|\boldsymbol{\tau}\|_{1}=|\Lambda|($ referred to as the size of $\boldsymbol{\tau})$.

Proposition 20. Let $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ be of size $L$, and $\boldsymbol{\tau}(\Lambda)=\left(\tau_{0}, \tau_{1}, \ldots, \tau_{L-1}\right)$. For every monomial $c_{0}^{\alpha_{0}} c_{1}^{\alpha_{1}} \ldots c_{L-1}^{\alpha_{L-1}}$ appearing in $\operatorname{det}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)$, we have

$$
\sum_{j=0}^{L-1} j \cdot \alpha_{j} \equiv L(L-1) / 2+\sum_{j=0}^{L-1} j \cdot \tau_{j} \bmod L
$$

Proof. When $\boldsymbol{\tau}(\Lambda)=(L, 0, \ldots, 0)$, every generalized diagonal of $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$ yields the monomial $c_{0} c_{1} \ldots c_{L-1}$, whose indices add up to $0+1+\ldots+(L-1)=L(L-1) / 2$. Now consider the general case $\boldsymbol{\tau}(\Lambda)=\left(\tau_{0}, \tau_{1}, \ldots, \tau_{L-1}\right)$. Compared to the case $(L, 0, \ldots, 0)$, we have $\tau_{1}$ columns with all indices of $c_{j}$ 's increased by 1 (modulo $L$ ), $\tau_{2}$ columns with all indices of $c_{j}$ 's increased by 2 (modulo $L$ ), and so on. Therefore, any monomial produced from a generalized diagonal of $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$ has total index sum $L(L-1) / 2+\tau_{1}+2 \tau_{2}+\ldots+(L-1) \tau_{L-1}$ modulo $L$.

Motivated by Proposition 20, we associate with each monomial in $c_{0}, \ldots, c_{L-1}$ (resp., with each $L$-tuple of size $L$ ) an integer-valued index number defined modulo $L$.

Definition 21. The index number of a monomial $m=c_{0}^{\alpha_{0}} c_{1}^{\alpha_{1}} \ldots c_{L-1}^{\alpha_{L-1}}$ is defined by $\operatorname{ind}(m)=\sum_{j=0}^{L-1} j \cdot \alpha_{j}$ modulo $L$.

Definition 22. For any $\boldsymbol{\tau}=\left(\tau_{0}, \tau_{1}, \ldots, \tau_{L-1}\right) \in\{0,1, \ldots, L\}^{L}$ with $\|\boldsymbol{\tau}\|_{1}=L$, the index number of $\boldsymbol{\tau}$ is defined as $\operatorname{ind}(\boldsymbol{\tau})=L(L-1) / 2+\sum_{j=0}^{L-1} j \cdot \tau_{j}$ modulo $L$.

It is straightforward from Definition 22 that $\operatorname{ind}\left(T^{n} \boldsymbol{\tau}\right)=\operatorname{ind}(\boldsymbol{\tau})$ for $n \in \mathbb{Z}_{L}$. This is consistent with the fact that given $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ of size $L$ and $n \in \mathbb{Z}_{L}$, there exists a constant $\alpha \neq 0$ with $\operatorname{det}\left(\left[M^{\ell} T^{k} c\right]_{(k, \ell) \in(n, 0)+\Lambda}\right)=\alpha \cdot \operatorname{det}\left(\left[M^{\ell} T^{k} c\right]_{(k, \ell) \in \Lambda}\right)$, where both sides are understood as polynomials in $c_{0}, \ldots, c_{L-1}$ (cf. [20, Lemma 4.1]).

Example 23. Let $L=3$. All the possible $L$-tuples $\boldsymbol{\tau}=\left(\tau_{0}, \tau_{1}, \tau_{2}\right)$ with $\tau_{0}+\tau_{1}+\tau_{2}=3$ are $(3,0,0),(2,1,0),(2,0,1),(1,1,1)$, up to cyclic shifts. Consider any $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $\boldsymbol{\tau}(\Lambda)=\boldsymbol{\tau}$.
(i) $\boldsymbol{\tau}=(3,0,0),(0,3,0),(0,0,3)$ : The only monomial appearing in $\operatorname{det}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)$ is $c_{0} c_{1} c_{2}$, and $\operatorname{ind}(\boldsymbol{\tau})=0$.
(ii) $\boldsymbol{\tau}=(2,1,0),(0,2,1),(1,0,2)$ : Monomials appearing in $\operatorname{det}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)$ are $c_{0}^{2} c_{1}, c_{0} c_{2}^{2}$, $c_{1}^{2} c_{2}$, and $\operatorname{ind}(\boldsymbol{\tau})=1$.
(iii) $\boldsymbol{\tau}=(2,0,1),(1,2,0),(0,1,2)$ : Monomials appearing in $\operatorname{det}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)$ are $c_{0}^{2} c_{2}, c_{0} c_{1}^{2}$, $c_{1} c_{2}^{2}$, and $\operatorname{ind}(\boldsymbol{\tau})=2$.
(iv) $\boldsymbol{\tau}=(1,1,1)$ : Monomials appearing in $\operatorname{det}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)$ are $c_{0}^{3}, c_{0} c_{1} c_{2}, c_{1}^{3}, c_{2}^{3}$, and $\operatorname{ind}(\boldsymbol{\tau})=$ 0.

We are now in position to formulate a sufficiency result for the identification of channels with constraints.

Theorem 24. Let $\boldsymbol{A}=\left[\boldsymbol{A}_{0}\left|\boldsymbol{A}_{1}\right| \cdots \mid \boldsymbol{A}_{L-1}\right] \in \mathbb{C}^{L \times L^{2}}$, where each $\boldsymbol{A}_{k}$ is an $L \times L$ matrix. If $\operatorname{det} \boldsymbol{A}_{k} \neq(-1)^{L-1} \cdot \operatorname{det} \boldsymbol{A}_{k+1}$ for some $k$, then the $2 L \times L^{2}$ matrix $\left[\begin{array}{c}\boldsymbol{G}(\boldsymbol{c}) \\ \boldsymbol{A}\end{array}\right]$ has full rank for a.e. $\boldsymbol{c} \in \mathbb{C}^{L}$. Further, if $L$ is a prime, it is sufficient that $\operatorname{det} \boldsymbol{A}_{k} \neq(-1)^{L-1} \operatorname{det} \boldsymbol{A}_{\ell}$ for some distinct $k$ and $\ell$.

Example 25 (Example 18 revisited). As seen in Example 18, the $2 L \times L^{2}$ matrix $\left[\begin{array}{c}\boldsymbol{G}(\boldsymbol{c}) \\ \boldsymbol{A}\end{array}\right]$ with

$$
\boldsymbol{A}=\left[\boldsymbol{I}_{L}\left|\boldsymbol{M}^{-1}\right| \cdots \mid \boldsymbol{M}^{-(L-1)}\right] \quad \in \mathbb{C}^{L \times L^{2}}
$$

is rank deficient for all $\boldsymbol{c} \in \mathbb{C}^{L}$. Notice that since $\operatorname{det}\left(\boldsymbol{M}^{-k}\right)=(-1)^{k(L-1)}$ for $k=$ $0, \ldots, L-1$, the conditions of Theorem 24 are not satisfied. However, as soon as one of the submatrices of $\boldsymbol{A}$ is scaled by a non-unit constant, e.g., if

$$
\boldsymbol{A}=\left[2 \boldsymbol{I}_{L}\left|\boldsymbol{M}^{-1}\right| \cdots \mid \boldsymbol{M}^{-(L-1)}\right] \quad \in \mathbb{C}^{L \times L^{2}}
$$

it follows from Theorem 24 that the matrix $\left[\begin{array}{c}\boldsymbol{G}(\boldsymbol{c}) \\ \boldsymbol{A}\end{array}\right]$ has full rank for almost every $\boldsymbol{c} \in \mathbb{C}^{L}$.
We define a partial order on the set of all $L$-tuples by

$$
\boldsymbol{\tau}=\left(\tau_{0}, \tau_{1}, \ldots, \tau_{L-1}\right) \preceq \boldsymbol{\tau}^{\prime}=\left(\tau_{0}^{\prime}, \tau_{1}^{\prime}, \ldots, \tau_{L-1}^{\prime}\right) \quad \Leftrightarrow \quad \tau_{j} \leq \tau_{j}^{\prime}, j=0, \ldots, L-1
$$

Theorem 26. Let $\widetilde{\Lambda} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ be of size $R(>L)$. Assume that there exists a subset $\Lambda \subset \widetilde{\Lambda}$ of size $L$ with
(i) $\tau_{j}(\Lambda)=\tau_{j}(\widetilde{\Lambda})$ whenever $\tau_{j}(\Lambda) \neq 0$;
(ii) $\operatorname{ind}\left(\boldsymbol{\tau}^{\prime}\right) \neq \operatorname{ind}(\boldsymbol{\tau}(\Lambda))$ for every L-tuple $\boldsymbol{\tau}^{\prime} \preceq \boldsymbol{\tau}(\widetilde{\Lambda})$ of size $L$ different from $\boldsymbol{\tau}(\Lambda)$.

Given any full spark matrix $\boldsymbol{A}$ of size $(R-L) \times R$, the vectors $\boldsymbol{c} \in \mathbb{C}^{L}$ such that the $R \times R$ matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(c)\right|_{\tilde{A}} \\ \boldsymbol{A}\end{array}\right]$ is invertible constitute a dense open subset of $\mathbb{C}^{L}$ with full Lebesgue measure.

To support this theorem, we give some examples.
Example 27. (a) Let $L=5$ and $\widetilde{\Lambda}=\{(0,0),(0,1),(0,2),(0,3),(0,4),(1,0),(1,1),(1,2)$, $(1,3)\}$. Then $\boldsymbol{\tau}(\widetilde{\Lambda})=(5,4,0,0,0)$ and the matrix $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}}$ is given by

$$
\left[\begin{array}{rrrrr|rrrr}
c_{0} & c_{0} & c_{0} & c_{0} & c_{0} & c_{1} & c_{1} & c_{1} & c_{1} \\
c_{1} & \omega c_{1} & \omega^{2} c_{1} & \omega^{3} c_{1} & \omega^{4} c_{1} & c_{2} & \omega c_{2} & \omega^{2} c_{2} & \omega^{3} c_{2} \\
c_{2} & \omega^{2} c_{2} & \omega^{4} c_{2} & \omega^{6} c_{2} & \omega^{8} c_{2} & c_{3} & \omega^{2} c_{3} & \omega^{4} c_{3} & \omega^{6} c_{3} \\
c_{3} & \omega^{3} c_{3} & \omega^{6} c_{3} & \omega^{9} c_{3} & \omega^{12} c_{3} & c_{4} & \omega^{3} c_{4} & \omega^{6} c_{4} & \omega^{9} c_{4} \\
c_{4} & \omega^{4} c_{4} & \omega^{8} c_{4} & \omega^{12} c_{4} & \omega^{16} c_{4} & c_{0} & \omega^{4} c_{0} & \omega^{8} c_{0} & \omega^{12} c_{0}
\end{array}\right] .
$$

The $L$-tuple $\boldsymbol{\tau}=(5,0,0,0,0)$ satisfies the conditions (i), (ii) of Theorem 26. Indeed, (i) is clear, and to verify (ii), let $\boldsymbol{\tau}^{\prime}=\left(\tau_{0}^{\prime}, \tau_{1}^{\prime}, \tau_{2}^{\prime}, \tau_{3}^{\prime}, \tau_{4}^{\prime}\right) \preceq \boldsymbol{\tau}(\widetilde{\Lambda})$ with $\left\|\boldsymbol{\tau}^{\prime}\right\|_{1}=5$, be an $L$-tuple different from $\boldsymbol{\tau}$. The only possible $\boldsymbol{\tau}^{\prime}$ are $(1,4,0,0,0),(2,3,0,0,0),(3,2,0,0,0)$, $(4,1,0,0,0)$, whose respective indices are $4,3,2,1$, while $\operatorname{ind}(\boldsymbol{\tau})=0$. This verifies (ii). Theorem 26 then implies that with any full spark matrix $\boldsymbol{A}$ of size $4 \times 9$, the $9 \times 9$ matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}} \\ \boldsymbol{A}\end{array}\right]$ is invertible for almost every choice of $\boldsymbol{c}$ in $\mathbb{C}^{5}$.
(b) Let $L=3$ and $\widetilde{\Lambda}=\{(0,0),(0,1),(1,0),(2,0)\}$. Then $\boldsymbol{\tau}(\widetilde{\Lambda})=(2,1,1)$ and

$$
\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}}=\left[\begin{array}{rr|r|r}
c_{0} & c_{0} & c_{1} & c_{2} \\
c_{1} & \omega c_{1} & c_{2} & c_{0} \\
c_{2} & \omega^{2} c_{2} & c_{0} & c_{1}
\end{array}\right] .
$$

It is easy to check that the $L$-tuples $\boldsymbol{\tau}=(2,1,0)$ and $\boldsymbol{\tau}=(2,0,1)$ satisfy the conditions (i), (ii) of Theorem 26 (also see Example 23). Consequently, with any vector $a \in \mathbb{C}^{4}$ with no zero entries, the $4 \times 4$ matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}} \\ \boldsymbol{a}^{*}\end{array}\right]$ is invertible for almost every choice of $\boldsymbol{c}$ in $\mathbb{C}^{3}$.

## 4. Identification of MIMO channels under linear constraints

Let us now extend our SISO results to the multiple-input multiple-output (MIMO) setting. We shall first extend the results to the multiple-input single-output (MISO) setting and then to the MIMO setting.

Lemma 28. Let $L \geq 2, N \geq 1$, and $\Lambda^{(1)}, \ldots, \Lambda^{(N)} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $L+1 \leq R=$ $\sum_{n=1}^{N}\left|\Lambda^{(n)}\right|<2 L$. Then

$$
\operatorname{span}\left\{\operatorname{ker}\left[\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} \cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}}\right]:\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in \mathcal{S}_{N}\right\}=\mathbb{C}^{R}
$$

where $\mathcal{S}_{N}$ is the set of all $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that the matrix $\left[\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right) \cdots\right.$ $\boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)$ ] has full spark (cf. Theorem 7).

Theorem 29. Let $L \geq 2, N \geq 1, \Lambda^{(1)}, \ldots, \Lambda^{(N)} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $\sum_{n=1}^{N}\left|\Lambda^{(n)}\right|=L+1$, and $\boldsymbol{a} \in \mathbb{C}^{L+1} \backslash\{0\}$. There exists $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that the $(L+1) \times(L+1)$ $\operatorname{matrix}\left[\begin{array}{ccc}\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} & \left.\cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}} \\ & \boldsymbol{a}^{*}\end{array}\right]$ is invertible. Moreover, such vectors $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)$ constitute a dense open subset of $\left(\mathbb{C}^{L}\right)^{N}$ with full measure. Hence, the MISO operator Paley-Wiener space $O P W(\boldsymbol{\Lambda})=\left[O P W\left(\Lambda^{(n)}\right)\right]_{n=1}^{N}$ with side constraints $b=\boldsymbol{a}^{*} \boldsymbol{\eta}$, where $b \in \mathbb{C}, \boldsymbol{\eta}=\left[\left.\boldsymbol{\eta}^{(n)}\right|_{\Lambda^{(n)}}\right]_{n=1}^{N}$ and $\boldsymbol{\eta}^{(n)} \in \mathbb{C}^{L^{2}}$ for $n=1, \ldots, N$, is identifiable.

As seen in Theorem 6, the MISO operator Paley-Wiener space $\operatorname{OPW}(\boldsymbol{\Lambda})=$ $\left[O P W\left(\Lambda^{(n)}\right)\right]_{n=1}^{N}$ is identifiable if and only if $\sum_{n=1}^{N}\left|\Lambda^{(n)}\right| \leq L$. Theorem 29 shows that one can overcome such limitations on the total size of $\Lambda^{(1)}, \ldots, \Lambda^{(N)}$ by taking linear side constraints into account.

Finally, we generalize the result to the MIMO setting.
Theorem 30. Let $L \geq 2, M, N \geq 1, \boldsymbol{\Lambda}=\left[\Lambda_{m, n}\right]_{m=1}^{M} n_{n=1}^{N}$ with $\Lambda_{m, n} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ and $\sum_{m=1}^{M} \sum_{n=1}^{N}\left|\Lambda_{m, n}\right|=L+1$, and $\boldsymbol{a}=\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{M}\right)^{\mathrm{T}} \in \mathbb{C}^{L+1} \backslash\{0\}$, where $\boldsymbol{a}_{m}$ is a vector of dimension $\sum_{n=1}^{N}\left|\Lambda_{m, n}\right|$. There exists $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that the $(L+1) \times(L+1)$ matrix

$$
\left[\begin{array}{cccc}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{1}} & 0 & \cdots & 0  \tag{13}\\
0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{M}} \\
\boldsymbol{a}_{1}^{*} & \boldsymbol{a}_{2}^{*} & \cdots & \boldsymbol{a}_{M}^{*}
\end{array}\right]
$$

where $\Lambda_{m}=\left\{\Lambda_{m, n}\right\}_{n=1}^{N} \subset\left(\mathbb{Z}_{L} \times \mathbb{Z}_{L}\right)^{N}$, is invertible. Moreover, such vectors $\left(\boldsymbol{c}^{(1)}, \ldots\right.$, $\left.\boldsymbol{c}^{(N)}\right)$ constitute a dense open subset of $\left(\mathbb{C}^{L}\right)^{N}$ with full measure. Hence, the MIMO operator Paley-Wiener space $O P W(\boldsymbol{\Lambda})=\left[O P W\left(\Lambda_{m, n}\right)\right]_{m=1}^{M}{ }_{n=1}^{N}$ with side constraints $b=\left.\sum_{m=1}^{M} \boldsymbol{a}_{m}^{*} \boldsymbol{\eta}_{m}\right|_{\Lambda_{m}}$, where $b \in \mathbb{C}$ and $\boldsymbol{\eta}_{m}=\left\{\boldsymbol{\eta}_{m, n}\right\}_{n=1}^{N} \in\left(\mathbb{C}^{L^{2}}\right)^{N}$ for $m=1, \ldots, M$, is identifiable.

Concerning side constraints of multiple equations, Example 17 in the SISO setting clearly indicates that Theorems 29 and 30 cannot be extended to linear side constraints of two or more equations.

## 5. Applications to continuous-time channel identification and operator sampling

In this section, we discuss the channel identification problem in the continuous-time setting where the subchannels are represented by operators that act on a function space over $\mathbb{R}$. As we shall see, results established in the finite-dimensional (discrete-time) setting can be carried over to the continuous-time setting in a straightforward manner.

### 5.1. Continuous-time SISO channels

In the continuous-time setting, linear time-variant SISO communication channels are modeled by Hilbert-Schmidt operators of the form

$$
\begin{align*}
H f(x) & =\iint \eta_{H}(t, \nu) M_{\nu} T_{t} f(x) d \nu d t \\
& =\int \sigma_{H}(x, \xi) e^{2 \pi i x \xi} \widehat{f}(\xi) d \xi, \quad f \in L^{2}(\mathbb{R}) \tag{14}
\end{align*}
$$

where $T_{t}$ is translation (time shift) by $t \in \mathbb{R}$, that is, $T_{t} f(x)=f(x-t), M_{\nu}$ is modulation (frequency shift) by $\nu \in \mathbb{R}$, that is, $M_{\nu} f(x)=e^{2 \pi i \nu x} f(x)$, and $\widehat{f}(\xi)=\int f(x) e^{-2 \pi i x \xi} d x$ is the Fourier transform of $f$. The spreading function $\eta_{H} \in L^{2}\left(\mathbb{R}^{2}\right)$ and the Kohn-Nirenberg symbol $\sigma_{H} \in L^{2}\left(\mathbb{R}^{2}\right)$ of $H$ are related by

$$
\left.\sigma_{H}=\mathcal{F}_{s} \eta_{H} \quad \text { (equivalently, } \quad \eta_{H}=\mathcal{F}_{s} \sigma_{H}\right)
$$

where $\mathcal{F}_{s}$ denotes the symplectic Fourier transform defined as

$$
\left(\mathcal{F}_{s} g\right)(x, \xi)=\iint g(t, \nu) e^{-2 \pi i(\nu x-\xi t)} d t d \nu
$$

Here the operator $H$ being Hilbert-Schmidt corresponds to the fact that $\eta_{H} \in L^{2}\left(\mathbb{R}^{2}\right)$, or equivalently, that $\sigma_{H} \in L^{2}\left(\mathbb{R}^{2}\right)$. Certainly, an operator of the form (14) is a straightforward generalization of (3) to the continuous-time setting.

Similar to the (discrete) support restrictions made for the vector $\boldsymbol{\eta}=\{\eta(k, \ell)\}_{k, \ell=0}^{L-1}$ in Definition 2, we consider (continuous) support restrictions on the spreading function
$\eta_{H}=\mathcal{F}_{s} \sigma_{H} \in L^{2}\left(\mathbb{R}^{2}\right)$. The SISO operator Paley-Wiener space for a set $S \subset \mathbb{R}^{2}$ is defined by

$$
\begin{equation*}
O P W(S)=\left\{H \in \mathcal{L}\left(L^{2}(\mathbb{R}), L^{2}(\mathbb{R})\right): \eta_{H} \in L^{2}\left(\mathbb{R}^{2}\right), \operatorname{supp} \mathcal{F}_{s} \sigma_{H}=\operatorname{supp} \eta_{H} \subset S\right\} \tag{15}
\end{equation*}
$$

which consists of Hilbert-Schmidt operators on $L^{2}(\mathbb{R})$ whose Kohn-Nirenberg symbol is bandlimited to $S \subset \mathbb{R}^{2}$. In order to avoid pathological sets for $S \subset \mathbb{R}^{2}$, we shall assume that $S$ is a Jordan domain, that is, a bounded set whose boundary is a Lebesgue zero set. It should be noted that every operator $H$ in $O P W(S)$ is defined a priori on $L^{2}(\mathbb{R})$, however, its domain can be extended to classes of tempered distributions [21].

We say that a class of operators $\mathcal{H} \subset \mathcal{L}\left(L^{2}(\mathbb{R}), L^{2}(\mathbb{R})\right)$ is identifiable if there exist a tempered distribution $g$ and constants $0<A \leq B<\infty$ such that

$$
A\left\|H_{1}-H_{2}\right\|_{\mathcal{H}} \leq\left\|H_{1} g-H_{2} g\right\|_{L^{2}(\mathbb{R})} \leq B\left\|H_{1}-H_{2}\right\|_{\mathcal{H}}, \quad H_{1}, H_{2} \in \mathcal{H}
$$

If $\mathcal{H}$ is a linear space, this reduces to

$$
\begin{equation*}
A\|H\|_{\mathcal{H}} \leq\|H g\|_{L^{2}(\mathbb{R})} \leq B\|H\|_{\mathcal{H}}, \quad H \in \mathcal{H} \tag{16}
\end{equation*}
$$

We refer to operator identification as operator sampling if $g$ is a discretely supported distribution, in particular, as regular operator sampling if there exists an identifier of the form $g=\sum_{n \in \mathbb{Z}} c_{n} \delta_{n T}$ for some $T>0$ and an $L$-periodic sequence $c=\left\{c_{n}\right\}_{n \in \mathbb{Z}}$ and where $\delta_{n T}$ stands for the delta distribution.

The next theorem shows that the identifiability of $O P W(S)$ depends essentially on the size of $S \subset \mathbb{R}^{2}$.

Theorem 31 ([22, 1]). Let $S \subset \mathbb{R}^{2}$ be a Jordan domain. The SISO operator Paley-Wiener space $\operatorname{OPW}(S)$ is identifiable by regular operator sampling if $|S|<1$, and not identifiable if $|S|>1$.

This result is a continuous-time analogue of Corollary 4. In fact, one can immediately deduce the first part of Theorem 31 from Corollary 4. The task involves a discretization, namely, the procedure of finding an appropriate rectification of $S$ and then sampling with respect to the rectification. This reduces the continuous-time equation to a family of $L \times L^{2}$ linear systems of the form (4) each of which is indexed by $(t, \nu)$. We postpone the detailed arguments to Section 7.6. Let us mention that this technique, in general, allows us to carry over results in the finite-dimensional SISO setting to the continuous-time SISO setting in a straightforward way.

### 5.2. Continuous-time MIMO channels

The corresponding formulations for the continuous-time MIMO setting are as follows. In the $N$-input $M$-output case, MIMO channel operators are of the form $\boldsymbol{H}$ : $\left(L^{2}(\mathbb{R})\right)^{N} \rightarrow\left(L^{2}(\mathbb{R})\right)^{M}$ given by

$$
\boldsymbol{H}\left(\begin{array}{c}
f_{1} \\
\vdots \\
f_{N}
\end{array}\right)=\left(\begin{array}{ccc}
H_{1,1} & \ldots & H_{1, N} \\
\vdots & & \vdots \\
H_{M, 1} & \ldots & H_{M, N}
\end{array}\right)\left(\begin{array}{c}
f_{1} \\
\vdots \\
f_{N}
\end{array}\right)=\left(\begin{array}{c}
\sum_{n=1}^{N} H_{1, n} f_{n} \\
\vdots \\
\sum_{n=1}^{N} H_{M, n} f_{n},
\end{array}\right)
$$

where each subchannel $H_{m, n} \in \mathcal{L}\left(L^{2}(\mathbb{R}), L^{2}(\mathbb{R})\right)$ is of the form (14). We shall represent such an operator by the block matrix

$$
\boldsymbol{H}=\left(\begin{array}{ccc}
H_{1,1} & \ldots & H_{1, N} \\
\vdots & & \vdots \\
H_{M, 1} & \ldots & H_{M, N}
\end{array}\right)
$$

and define its spreading function and spreading support componentwise, that is,

$$
\boldsymbol{\eta}(\boldsymbol{H})=\left(\begin{array}{ccc}
\eta\left(H_{1,1}\right) & \cdots & \eta\left(H_{1, N}\right) \\
\vdots & & \vdots \\
\eta\left(H_{M, 1}\right) & \cdots & \eta\left(H_{M, N}\right)
\end{array}\right)
$$

and

$$
\operatorname{supp} \boldsymbol{\eta}(\boldsymbol{H})=\left(\begin{array}{ccc}
\operatorname{supp} \eta\left(H_{1,1}\right) & \cdots & \operatorname{supp} \eta\left(H_{1, N}\right) \\
\vdots & \vdots \\
\operatorname{supp} \eta\left(H_{M, 1}\right) & \cdots & \operatorname{supp} \eta\left(H_{M, N}\right)
\end{array}\right) \subset\left(\mathbb{R}^{2}\right)^{M \times N} .
$$

The MIMO operator Paley-Wiener space for a set $\boldsymbol{S}=\left\{S_{m, n}\right\}_{m=1}^{M}{ }_{n=1}^{N} \subset\left(\mathbb{R}^{2}\right)^{M \times N}$ is defined by

$$
O P W(\boldsymbol{S})=\left\{\boldsymbol{H} \in \mathcal{L}\left(\left(L^{2}(\mathbb{R})\right)^{N},\left(L^{2}(\mathbb{R})\right)^{M}\right): \boldsymbol{\eta}(\boldsymbol{H}) \in L^{2}\left(\mathbb{R}^{2}\right)^{M \times N}, \text { supp } \boldsymbol{\eta}(\boldsymbol{H}) \subset \boldsymbol{S}\right\}
$$

As in the SISO case, we say that a class of operators $\mathcal{H} \subset \mathcal{L}\left(\left(L^{2}(\mathbb{R})\right)^{N},\left(L^{2}(\mathbb{R})\right)^{M}\right)$ is identifiable if there exist a vector $\boldsymbol{g}=\left(g_{1}, \ldots, g_{N}\right)$ of tempered distributions and constants $0<A \leq B<\infty$ such that

$$
A\left\|\boldsymbol{H}_{1}-\boldsymbol{H}_{2}\right\|_{\mathcal{H}} \leq\left\|\boldsymbol{H}_{1} g-\boldsymbol{H}_{2} g\right\|_{L^{2}(\mathbb{R})} \leq B\left\|\boldsymbol{H}_{1}-\boldsymbol{H}_{2}\right\|_{\mathcal{H}}, \quad \boldsymbol{H}_{1}, \boldsymbol{H}_{2} \in \mathcal{H}
$$

If $\mathcal{H}$ is a linear space, this reduces to

$$
A\|\boldsymbol{H}\|_{\mathcal{H}} \leq\|\boldsymbol{H} g\|_{L^{2}(\mathbb{R})} \leq B\|\boldsymbol{H}\|_{\mathcal{H}}, \quad H \in \mathcal{H}
$$



$$
\begin{aligned}
& \square V_{12}, \quad \eta\left(H_{1}\right)=\eta\left(H_{2}\right) \\
& \square V_{23}, \quad \eta\left(H_{1}\right)=\eta\left(H_{3}\right) \\
& \square V_{13}, \quad \eta\left(H_{2}\right)=\eta\left(H_{3}\right) \\
& \square V_{123}, \quad \eta\left(H_{1}\right)=\eta\left(H_{2}\right)=\eta\left(H_{3}\right)
\end{aligned}
$$

Fig. 1. An example of continuous-time channels with partial linear relation. (For interpretation of the colors in the figure, the reader is referred to the web version of this article.)

In the continuous-time SISO setting, we have already seen that Theorem 31 is a continuous-time analogue of Corollary 4. Similarly, in the continuous-time MIMO setting we have the following as a counterpart of Theorem 6.

Theorem 32 ([y]). Let $\boldsymbol{S}=\left\{S_{m, n}\right\}_{m=1}^{M}{ }_{n=1}^{N} \subset\left(\mathbb{R}^{2}\right)^{M \times N}$ where each $S \subset \mathbb{R}^{2}$ is a Jordan domain. If $\sum_{n=1}^{N} \mu\left(S_{m, n}\right)<1$ for $m=1, \ldots, M$, then $O P W(\boldsymbol{S})$ is identifiable. If $\sum_{n=1}^{N} \mu\left(S_{m, n}\right)>1$ for some $m$, then $\operatorname{OPW}(\boldsymbol{S})$ is not identifiable.

Using the discretization technique described in Section 5.1, one can also carry over results in the finite-dimensional MIMO setting to the continuous-time MIMO setting. We refer to [17] for detailed arguments. Instead of giving details here, we present a simple example which illustrates the benefit of having linear side constraints in the continuous-time channel identification problem.

Example 33. Consider a three-input single-output channel $\boldsymbol{H}=\left(H_{1,1}, H_{1,2}, H_{1,3}\right)$ whose subchannels $H_{1,1} \in \operatorname{OPW}\left(S_{1,1}\right), H_{1,2} \in \operatorname{OPW}\left(S_{1,2}\right), H_{1,3} \in O P W\left(S_{1,3}\right)$ have the property of sharing the same spreading function on their common support sets, that is, $\eta\left(H_{1, j}\right)=\eta\left(H_{1, k}\right)$ on the set $S_{1, j} \cap S_{1, k}$. For notational simplicity, we shall write $H_{1}:=H_{1,1}, S_{1}:=S_{1,1}$, and so on. It turns out that $\boldsymbol{H}=\left(H_{1}, H_{2}, H_{3}\right)$ is identifiable if $\mu\left(S_{1} \cup S_{2} \cup S_{3}\right)<1$ and not identifiable if $\mu\left(S_{1} \cup S_{2} \cup S_{3}\right)>1$. Clearly, $\mu\left(S_{1} \cup S_{2} \cup S_{3}\right) \leq \mu\left(S_{1}\right)+\mu\left(S_{2}\right)+\mu\left(S_{3}\right)$ where the inequality is strict if any two of the sets $S_{1}, S_{2}, S_{3}$ have an intersection of positive measure.

Let us give an intuitive explanation and also draw a connection with the finitedimensional setting. To this end, we partition the support sets $S_{1}, S_{2}, S_{3}$ as

$$
\begin{aligned}
& S_{1}=V_{123} \cup V_{12} \cup V_{13} \cup V_{1}, \\
& S_{2}=V_{123} \cup V_{12} \cup V_{23} \cup V_{2}, \\
& S_{3}=V_{123} \cup V_{13} \cup V_{23} \cup V_{3},
\end{aligned}
$$

as shown in Fig. 1, and decompose the operators $H_{1}, H_{2}, H_{2}$ as

$$
\begin{aligned}
& H_{1}=F_{123}+F_{12}+F_{13}+F_{1} \\
& H_{2}=F_{123}+F_{12}+F_{23}+F_{2} \\
& H_{3}=F_{123}+F_{13}+F_{23}+F_{3}
\end{aligned}
$$

where $F_{123} \in O P W\left(V_{123}\right), F_{12} \in O P W\left(V_{12}\right), F_{13} \in O P W\left(V_{13}\right), F_{23} \in O P W\left(V_{23}\right)$, $F_{1} \in O P W\left(V_{1}\right), F_{2} \in O P W\left(V_{2}\right), F_{3} \in O P W\left(V_{3}\right)$. The response of $\boldsymbol{H}=\left(H_{1}, H_{2}, H_{3}\right)$ to the input $\boldsymbol{g}=\left(g^{(1)}, g^{(2)}, g^{(3)}\right)$ is then given by

$$
\begin{aligned}
& H_{1} g^{(1)}+H_{2} g^{(2)}+H_{3} g^{(3)} \\
& \quad=F_{123}\left(g^{(1)}+g^{(2)}+g^{(3)}\right)+F_{12}\left(g^{(1)}+g^{(2)}\right)+F_{13}\left(g^{(1)}+g^{(3)}\right) \\
& \quad+F_{23}\left(g^{(2)}+g^{(3)}\right)+F_{1} g^{(1)}+F_{2} g^{(2)}+F_{3} g^{(3)}
\end{aligned}
$$

This reformulates the problem of identifying $\boldsymbol{H}$ with the input $\boldsymbol{g}$ to identifying the synthetic 7 -input one-output channel $\boldsymbol{F}=\left(F_{123}, F_{12}, F_{13}, F_{23}, F_{1}, F_{2}, F_{3}\right)$ with the input $\widetilde{\boldsymbol{g}}=\left(g^{(1)}+g^{(2)}+g^{(3)}, g^{(1)}+g^{(2)}, g^{(1)}+g^{(3)}, g^{(2)}+g^{(3)}, g^{(1)}, g^{(2)}, g^{(3)}\right)$. In the latter setup, all subchannels of $\boldsymbol{F}$ have disjoint spreading support, but instead the input $\widetilde{\boldsymbol{g}}$ has a limitation on its choice. It turns out that such a limitation hardly affects the identifiability of $\boldsymbol{F}$ and one can deduce that, similarly as in Theorem $32, \boldsymbol{F}$ is identifiable if $\mu\left(V_{123}\right)+\mu\left(V_{12}\right)+\mu\left(V_{13}\right)+\mu\left(V_{23}\right)+\mu\left(V_{1}\right)+\mu\left(V_{2}\right)+\mu\left(V_{3}\right)<1$ and not identifiable if $\mu\left(V_{123}\right)+\mu\left(V_{12}\right)+\mu\left(V_{13}\right)+\mu\left(V_{23}\right)+\mu\left(V_{1}\right)+\mu\left(V_{2}\right)+\mu\left(V_{3}\right)>1$, that is, $\boldsymbol{H}=\left(H_{1}, H_{2}, H_{3}\right)$ is identifiable if $\mu\left(S_{1} \cup S_{2} \cup S_{3}\right)<1$ and not identifiable if $\mu\left(S_{1} \cup S_{2} \cup S_{3}\right)>1$.

Translating the problem again to the finite-dimensional setting (based on the rectification technique detailed in Section 7.6), the identifiability of $\boldsymbol{F}$ is equivalent to the solvability of the linear system

$$
\begin{aligned}
\boldsymbol{y}= & {\left[G\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}^{(2)}+\boldsymbol{c}^{(3)}\right) G\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}^{(2)}\right) G\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}^{(3)}\right) G\left(\boldsymbol{c}^{(2)}+\boldsymbol{c}^{(3)}\right)\right.} \\
& \left.\ldots G\left(\boldsymbol{c}^{(1)}\right) G\left(\boldsymbol{c}^{(2)}\right) G\left(\boldsymbol{c}^{(3)}\right)\right]\left[\begin{array}{c}
\eta_{123} \\
\eta_{12} \\
\eta_{13} \\
\eta_{23} \\
\eta_{1} \\
\eta_{2} \\
\eta_{3}
\end{array}\right]
\end{aligned}
$$

where $\eta_{123}, \eta_{12}, \ldots, \eta_{3} \in \mathbb{C}^{L^{2}}$ are the $L^{2}$-dimensional unknown vectors and $\boldsymbol{c}^{(1)}=$ $\left\{c_{k}^{(1)}\right\}_{k=0}^{L-1}, \boldsymbol{c}^{(2)}=\left\{c_{k}^{(2)}\right\}_{k=0}^{L-1}, \boldsymbol{c}^{(3)}=\left\{c_{k}^{(3)}\right\}_{k=0}^{L-1}$ are the $L$-periodic coefficients of the delta trains $g^{(1)}, g^{(2)}, g^{(3)}$, respectively, that is, for some $T>0, g^{(n)}=\sum_{k \in \mathbb{Z}} c_{k}^{(n)} \delta_{k T}$, $n=1,2,3$. If the matrix associated with the linear system were to have full spark, then the system is uniquely solvable if and only if the vector $\left(\eta_{123}, \eta_{12}, \eta_{13}, \eta_{23}, \eta_{1}, \eta_{2}, \eta_{3}\right)^{\mathrm{T}}$ has
a known support of size at most $L$. However, the matrix does not have full spark, indeed, the first column of $G\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}^{(2)}+\boldsymbol{c}^{(3)}\right)$ is a linear combination of the first columns of $G\left(\boldsymbol{c}^{(1)}\right), G\left(\boldsymbol{c}^{(2)}\right), G\left(\boldsymbol{c}^{(3)}\right)$. Nevertheless, due to the construction of $V_{123}, V_{12}, \ldots, V_{3}$, the vectors $\eta_{123}, \eta_{12}, \ldots, \eta_{3} \in \mathbb{C}^{L^{2}}$ are disjointly supported and therefore the full spark property is not necessary. In fact, to establish the desired identifiability result one only needs that columns of

$$
\begin{aligned}
& {\left[\left.\left.\left.G\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}^{(2)}+\boldsymbol{c}^{(3)}\right)\right|_{\Lambda_{123}} G\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}^{(2)}\right)\right|_{\Lambda_{12}} G\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}^{(3)}\right)\right|_{\Lambda_{13}}\right.} \\
& \left.\left.\left.\left.\left.\ldots G\left(\boldsymbol{c}^{(2)}+\boldsymbol{c}^{(3)}\right)\right|_{\Lambda_{23}} G\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1}} G\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda_{2}} G\left(\boldsymbol{c}^{(3)}\right)\right|_{\Lambda_{3}}\right]
\end{aligned}
$$

with $\Lambda_{123}, \Lambda_{12}, \Lambda_{13}, \Lambda_{23}, \Lambda_{1}, \Lambda_{2}, \Lambda_{3} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ being disjoint sets of total size $L$, are linearly independent. Theorem 8 implies that there exist vectors $\boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)}, \boldsymbol{c}^{(3)}$
$\in \mathbb{C}^{L}$ with this property.
Remark 34. (i) Explicit reconstruction formulas for the continuous-time SISO channel identification are derived in [18] and generalizations to the MIMO setting are addressed in [17].
(ii) Concerning the regular operator sampling of $O P W(S)$, Pfander and Walnut [18] obtained a slightly more general result than Theorem 31 which also covers the critical area case $|S|=1$. Their result characterizes all spaces $O P W(S)$ that are identifiable by regular operator sampling, in terms of a dual tiling condition on the set $S$.
(iii) It is possible to extend the space $O P W(S)$ by removing the condition $\sigma_{H} \in$ $L^{2}\left(\mathbb{R}^{2}\right)$ from (15). If $\{0\} \times[-\Omega / 2, \Omega / 2] \subset S$ for some $\Omega>0$, then the extended space contains the multiplication operators defined by $H f(x)=m(x) f(x)$, where $m(x)$ is an arbitrary function in the classical Paley-Wiener space

$$
P W(\Omega)=\left\{f \in L^{2}(\mathbb{R}): \operatorname{supp} \widehat{f} \subset[-\Omega / 2, \Omega / 2]\right\}
$$

Such operators can be represented in the form (14) with $\eta_{H}(t, \nu)=\delta(t) \widehat{m}(\nu)$ and $\sigma_{H}(x, \xi)=m(x)$, neither of which is in $L^{2}\left(\mathbb{R}^{2}\right)$. Using reconstruction formulas developed for operator sampling of the extended $O P W(S)$, one can immediately deduce the classical sampling reconstruction formula for $P W(\Omega)$. For further details, we refer the reader to [18].

## 6. Conclusion

This paper studies the channel identification problem for multiple-input multipleoutput (MIMO) channels under the assumption that subchannels have some known linear relationship. We formulate the linear relations in terms of linear constraints which can express relations between and within subchannels.

In the single-input single-output (SISO) setting, we show that preknowledge on linear side constraints consisting of a single equation allows the identification of $\operatorname{OPW}(\Lambda)$ with
$|\Lambda|=L+1$. By taking into account the constraints, this result overcomes the fundamental limitation that $O P W(\Lambda)$ is identifiable if and only if $|\Lambda| \leq L$. Although this result might not be surprising, the proof requires a careful analysis on Gabor submatrices which makes the task surprisingly challenging. The result however does not extend to the case of linear side constraints consisting of multiple equations, in particular, we give an example of linear constraints consisting of two equations such that the space $O P W(\Lambda)$ under the constraints is not identifiable for every $\Lambda$ with $|\Lambda|=L+2$. Nevertheless, we provide some sufficient conditions for linear constraints of $k$ equations so that $O P W(\Lambda)$ with $|\Lambda|=L+k$ is identifiable. We then extend the SISO results to the MIMO setting. We also discuss the applicability of our results in the continuous-time setting.

## 7. Proofs

### 7.1. Proof of Assertions in Example 13

(i) Consider a two-input single-output channel $\boldsymbol{H}=\left(\boldsymbol{H}_{1,1}, \boldsymbol{H}_{1,2}\right)$ with $(0,0) \in \Lambda_{1,1} \cap$ $\Lambda_{1,2}$ and $\boldsymbol{\eta}_{1,1}(0,0)=\boldsymbol{\eta}_{1,2}(0,0)$. Such constraints can be represented by the equation $\boldsymbol{b}_{1}=\boldsymbol{A}_{1} \boldsymbol{\eta}_{1}$, where $\boldsymbol{A}_{1}=[1,0, \ldots, 0 \mid-1,0, \ldots, 0] \in \mathbb{C}^{1 \times 2 L^{2}}, \boldsymbol{\eta}_{1}=\left[\begin{array}{l}\boldsymbol{\eta}_{1,1} \\ \boldsymbol{\eta}_{1,2}\end{array}\right]$, and $\boldsymbol{b}_{1}=0$. By Gaussian elimination, we have

$$
\begin{aligned}
\boldsymbol{B} & :=\left[\begin{array}{ccc}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1}} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda_{1,2}} \\
1,0, \ldots, 0 & -1,0, \ldots, 0
\end{array}\right] \\
& =\left[\begin{array}{cccc}
\boldsymbol{c}^{(1)} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1} \backslash(0,0)} & \boldsymbol{c}^{(2)} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda_{1,2} \backslash(0,0)} \\
1 & 0, \ldots, 0 & -1 & 0, \ldots, 0
\end{array}\right] \\
& \sim\left[\begin{array}{cccc}
0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1} \backslash(0,0)} & \boldsymbol{c}^{(1)}+\boldsymbol{c}^{(2)} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda_{1,2} \backslash(0,0)} \\
1 & 0, \ldots, 0 & -1 & 0, \ldots, 0
\end{array}\right],
\end{aligned}
$$

which implies that $\boldsymbol{B}$ is injective if and only if the matrix

$$
\left[\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1} \backslash(0,0)}\left|\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}^{(2)}\right)\right| \boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda_{1,2} \backslash(0,0)}\right]
$$

is injective. Note that this matrix is of the form (8) in Theorem 8 with $\boldsymbol{\alpha}=(1,1)^{\mathrm{T}}$ and $\Lambda=\{(0,0)\}$. With $\left(\boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)}\right) \in\left(\mathbb{C}^{L}\right)^{2}$ chosen from the corresponding set $\mathcal{S}_{2, \boldsymbol{\alpha}}$ (defined in Theorem 8), the matrix is injective if and only if $\left|\Lambda_{1,1} \backslash(0,0)\right|+\left|\Lambda_{1,2} \backslash(0,0)\right|+1 \leq L$, i.e., $\left|\Lambda_{1,1}\right|+\left|\Lambda_{1,2}\right| \leq L+1$. Since the $(L+1) \times\left(\left|\Lambda_{1,1}\right|+\left|\Lambda_{1,2}\right|\right)$ matrix $\boldsymbol{B}$ cannot be injective for $\left|\Lambda_{1,1}\right|+\left|\Lambda_{1,2}\right|>L+1$, we conclude that $O P W(\boldsymbol{\Lambda})$ with such side constraints is identifiable if and only if $\left|\Lambda_{1,1}\right|+\left|\Lambda_{1,2}\right| \leq L+1$.
(ii) Consider a single-input two-output channel $\boldsymbol{H}=\left(\boldsymbol{H}_{1,1}, \boldsymbol{H}_{2,1}\right) \in O P W(\boldsymbol{\Lambda})$ whose subchannels $\boldsymbol{H}_{1,1}$ and $\boldsymbol{H}_{2,1}$ are known to be partially identical, i.e., $\left.\boldsymbol{\eta}_{1,1}\right|_{S}=\left.\boldsymbol{\eta}_{2,1}\right|_{S}$ for some $S \subset \Lambda_{1,1} \cap \Lambda_{2,1}$. Such constraints can be represented by the equation $\boldsymbol{b}_{1}=$ $\boldsymbol{A}_{1} \boldsymbol{\eta}_{1,1}+\boldsymbol{A}_{2} \boldsymbol{\eta}_{2,1}$, where $\boldsymbol{A}_{1}=\left[\begin{array}{ll}0 & I_{S}\end{array}\right] \in \mathbb{C}^{S \times L^{2}}, \boldsymbol{A}_{2}=\left[0-I_{S} 0\right] \in \mathbb{C}^{S \times L^{2}}$ and $\boldsymbol{b}_{1}=0$. Applying the Gaussian elimination, we have

$$
\begin{aligned}
\boldsymbol{B} & :=\left[\begin{array}{ccc}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1}} & 0 \\
0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{2,1}} \\
\left.\boldsymbol{A}_{1}\right|_{\Lambda_{1,1}} & \left.\boldsymbol{A}_{2}\right|_{\Lambda_{2,1}}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{S} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1} \backslash S} & 0 & 0 \\
0 & 0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{S} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{2,1} \backslash S} \\
I_{S} & 0 & -I_{S} & 0
\end{array}\right] \\
& \sim\left[\begin{array}{cccc}
0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1} \backslash S} & 0 & -\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{2,1} \backslash S} \\
0 & 0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{S} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{2,1} \backslash S} \\
I_{S} & 0 & -I_{S} & 0
\end{array}\right] \\
& {\left[\begin{array}{cccc}
0 & \text { or } & \\
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{S} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1} \backslash S} & 0 & -\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{2,1} \backslash S} \\
I_{S} & 0 & 0 & 0
\end{array}\right] . }
\end{aligned}
$$

This shows that $\boldsymbol{B}$ is injective if and only if the $2 L \times\left(|S|+\left|\Lambda_{1,1} \backslash S\right|+\left|\Lambda_{2,1} \backslash S\right|\right)$ submatrix

$$
\left[\begin{array}{ccc}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1} \backslash S} & 0 & -\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{2,1} \backslash S} \\
0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{S} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{2,1} \backslash S}
\end{array}\right]
$$

is injective if and only if the $2 L \times\left(|S|+\left|\Lambda_{1,1} \backslash S\right|+\left|\Lambda_{2,1} \backslash S\right|\right)$ submatrix

$$
\left[\begin{array}{ccc}
0 & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1} \backslash S} & -\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{2,1} \backslash S} \\
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{S} & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{1,1} \backslash S} & 0
\end{array}\right]
$$

is injective. With $\boldsymbol{c}^{(1)} \in \mathbb{C}^{L}$ chosen so that $\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)$ has full spark (cf. Theorem 3), the first submatrix is injective if either $\max \left\{\left|\Lambda_{1,1} \backslash S\right|,\left|\Lambda_{2,1}\right|\right\} \leq L$ or $\max \left\{\left|\Lambda_{1,1} \backslash S\right|+\right.$ $\left.\left|\Lambda_{2,1} \backslash S\right|,|S|\right\} \leq L$; the second submatrix is injective if either $\max \left\{\left|\Lambda_{1,1} \backslash S\right|+\right.$ $\left.\left|\Lambda_{2,1} \backslash S\right|,|S|\right\} \leq L$ or $\max \left\{\left|\Lambda_{1,1}\right|,\left|\Lambda_{2,1} \backslash S\right|\right\} \leq L$. (Note that these conditions are sufficient but not necessary for the respective injectivity.) Consequently, $\boldsymbol{B}$ is injective if one of the following holds:
(i) $\max \left\{\left|\Lambda_{1,1} \backslash S\right|,\left|\Lambda_{2,1}\right|\right\} \leq L$,
(ii) $\max \left\{\left|\Lambda_{1,1}\right|,\left|\Lambda_{2,1} \backslash S\right|\right\} \leq L$,
(iii) $\max \left\{\left|\Lambda_{1,1} \backslash S\right|+\left|\Lambda_{2,1} \backslash S\right|,|S|\right\} \leq L$.

Note that in any case, we have $\left|\Lambda_{1,1} \backslash S\right|+\left|\Lambda_{2,1} \backslash S\right|+|S| \leq 2 L$, as indicated by the size of $\boldsymbol{B} \in \mathbb{C}^{(2 L+|S|) \times\left(\left|\Lambda_{1,1}\right|+\left|\Lambda_{2,1}\right|\right)}$. Therefore, we conclude that $O P W(\boldsymbol{\Lambda})$ under such side constraints is identifiable if one of the conditions (i)-(iii) is satisfied.

### 7.2. Proof of Theorem 7 and Theorem 8

For the proofs, we need the following lemma.

Lemma 35. Let $\Lambda^{(1)}, \ldots, \Lambda^{(N)} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $\sum_{n=1}^{N}\left|\Lambda^{(n)}\right|<2 L$, where $L, N \geq 2$. There exist $\left(k_{n}, \ell_{n}\right) \in \mathbb{Z}_{L} \times \mathbb{Z}_{L}, n=1, \ldots, N$, such that the sets $\Lambda^{(n)}+\left(k_{n}, \ell_{n}\right), n=1, \ldots, N$ are mutually disjoint.

The bound $2 L$ in Lemma 35 is sharp because e.g., any translation of two sets $\Lambda^{(1)}=$ $\{0\} \times \mathbb{Z}_{L}$ and $\Lambda^{(2)}=\mathbb{Z}_{L} \times\{0\}$ always intersect.

Proof of Lemma 35. The proof is by induction.
(i) First, we show that the claim holds for $N=2$. Let $\Lambda, \Lambda^{\prime} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ be such that $|\Lambda|+\left|\Lambda^{\prime}\right|<2 L$. The set

$$
\begin{aligned}
& \left\{(k, \ell) \in \mathbb{Z}_{L} \times \mathbb{Z}_{L}: \Lambda \cap\left(\Lambda^{\prime}+(k, \ell)\right) \neq \emptyset\right\} \\
& =\bigcup_{(p, q) \in \Lambda^{\prime}}\left\{(k, \ell) \in \mathbb{Z}_{L} \times \mathbb{Z}_{L}:(p, q)+(k, \ell) \in \Lambda\right\} \\
& =\bigcup_{(p, q) \in \Lambda^{\prime}}(\Lambda-(p, q))
\end{aligned}
$$

has cardinality at most $|\Lambda| \cdot\left|\Lambda^{\prime}\right| \leq\left(|\Lambda|+\left|\Lambda^{\prime}\right|\right)^{2} / 4<L^{2}$ and is therefore a proper subset of $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$. For any element $(k, \ell)$ lying outside this set, we have $\Lambda \cap\left(\Lambda^{\prime}+(k, \ell)\right)=\emptyset$.
(ii) Let $\Lambda^{(1)}, \ldots, \Lambda^{(N)} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $\sum_{n=1}^{N}\left|\Lambda^{(n)}\right|<2 L$, where $L, N \geq 2$. For $2 \leq$ $K \leq N-1$ fixed, suppose that $\Lambda^{(n)}+\left(k_{n}, \ell_{n}\right), n=1, \ldots, K$ are mutually disjoint for some $\left\{\left(k_{n}, \ell_{n}\right)\right\}_{n=1}^{K} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$. Applying (i) to the sets $\Lambda=\cup_{n=1}^{K}\left(\Lambda^{(n)}+\left(k_{n}, \ell_{n}\right)\right)$ and $\Lambda^{\prime}=\Lambda^{(K+1)}$, we find $\left(k_{K+1}, \ell_{K+1}\right) \in \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ such that $\Lambda \cap\left(\Lambda^{\prime}+\left(k_{K+1}, \ell_{K+1}\right)\right)=\emptyset$. Then $\Lambda^{(n)}+\left(k_{n}, \ell_{n}\right), n=1, \ldots, K+1$ are mutually disjoint.

From (i) and (ii), we conclude that there exists $\left\{\left(k_{n}, \ell_{n}\right)\right\}_{n=1}^{N} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ such that the sets $\Lambda^{(n)}+\left(k_{n}, \ell_{n}\right)$ are mutually disjoint.

Proof of Theorem 7. We will only prove the case $N=2$, as the generalization to $N \geq 3$ is straightforward. For brevity of notation, we write the matrix as $[\boldsymbol{G}(\boldsymbol{c}) \mid \boldsymbol{G}(\boldsymbol{d})] \in \mathbb{C}^{L \times 2 L^{2}}$, where $\boldsymbol{c}=\left(c_{0}, \cdots, c_{L-1}\right)^{\mathrm{T}}, \boldsymbol{d}=\left(d_{0}, \cdots, d_{L-1}\right)^{\mathrm{T}} \in \mathbb{C}^{L}$, and fix any $\Lambda, \Lambda^{\prime} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $|\Lambda|+\left|\Lambda^{\prime}\right|=L$. By Lemma 35, there exists $(a, b) \in \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ for which the sets $\Lambda$ and $\Lambda^{\prime}+(a, b)$ are disjoint.

Using the commutation relation $\boldsymbol{T}^{p} \boldsymbol{M}^{q}=\omega^{p q} \boldsymbol{M}^{q} \boldsymbol{T}^{p}$, we have

$$
\boldsymbol{M}^{\ell} \boldsymbol{T}^{k} \boldsymbol{d}=\omega^{(k+a) b} \boldsymbol{M}^{\ell+b} \boldsymbol{T}^{k+a}\left(\boldsymbol{M}^{-b} \boldsymbol{T}^{-a} \boldsymbol{d}\right), \quad k, \ell=0, \ldots, L-1
$$

Applying this to every $(k, \ell)$ in $\Lambda^{\prime}$ and collecting the phase factors, we find $m \in$ $\{0, \ldots, L-1\}$ such that

$$
\operatorname{det}\left[\left.\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda^{\prime}}\right]=\omega^{m} \operatorname{det}\left[\left.\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \boldsymbol{G}\left(\boldsymbol{M}^{-b} \boldsymbol{T}^{-a} \boldsymbol{d}\right)\right|_{\Lambda^{\prime}+(a, b)}\right]
$$

Set $\boldsymbol{f}=\left(f_{0}, f_{1}, \ldots, f_{L-1}\right)=\boldsymbol{M}^{-b} \boldsymbol{T}^{-a} \boldsymbol{d}$. Since $\Lambda \cap\left(\Lambda^{\prime}+(a, b)\right)=\emptyset$, Theorem 3 implies that $\operatorname{det}\left[\left.\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda^{\prime}+(a, b)}\right]$ is a nontrivial homogeneous polynomial of degree $L$ in the
variables $\left(c_{0}, \ldots, c_{L-1}\right)$. Replacing the $\boldsymbol{c}$ in the second submatrix with $\boldsymbol{f}$, we note that $\operatorname{det}\left[\left.\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \boldsymbol{G}(\boldsymbol{f})\right|_{\Lambda^{\prime}+(a, b)}\right]$ is a nontrivial homogeneous polynomial of degree $L$ in the variables $\left(c_{0}, \ldots, c_{L-1}, f_{0}, \ldots, f_{L-1}\right)$. Further, since the mapping $\boldsymbol{d} \mapsto \boldsymbol{f}=\boldsymbol{M}^{-b} \boldsymbol{T}^{-a} \boldsymbol{d}$ is a unitary linear transform from $\mathbb{C}^{L}$ onto $\mathbb{C}^{L}$, it follows that

$$
\operatorname{det}\left[\left.\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda^{\prime}}\right]=\omega^{m} \operatorname{det}\left[\left.\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \boldsymbol{G}(\boldsymbol{f})\right|_{\Lambda^{\prime}+(a, b)}\right]
$$

is a nontrivial homogeneous polynomial of degree $L$ in the variables $\left(c_{0}, \ldots, c_{L-1}, d_{0}\right.$, $\left.\ldots, d_{L-1}\right)$. Therefore, the zeros of this polynomial constitute a zero-measure subset of $\mathbb{C}^{2 L}$ that is closed and has empty interior. The proof is complete by observing that there exist only finitely many choices of $\Lambda, \Lambda^{\prime} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $|\Lambda|+\left|\Lambda^{\prime}\right|=L$, and that all the mentioned properties are invariant under finite unions.

Proof of Theorem 8. We will only prove the case $N=2$, as the generalization to $N \geq 3$ is straightforward. We may assume without loss of generality that $\alpha_{1} \neq 0$. Fix any $\Lambda, \Lambda^{(1)}, \Lambda^{(2)} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $\Lambda \cap\left(\Lambda^{(1)} \cup \Lambda^{(2)}\right)=\emptyset$ and $|\Lambda|+\left|\Lambda^{(1)}\right|+\left|\Lambda^{(2)}\right|=L$, and enumerate the elements of $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ by $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ where $r=|\Lambda|$. For brevity, let us write $\pi(\lambda)=\boldsymbol{M}^{\ell} \boldsymbol{T}^{k}$ for $\lambda=(k, \ell) \in \mathbb{Z}_{L} \times \mathbb{Z}_{L}$. Using that the determinant of a square matrix is linear in each of the columns, we have

$$
\begin{align*}
& \operatorname{det}\left[\left.\left.\boldsymbol{G}\left(\alpha_{1} \boldsymbol{c}^{(1)}+\alpha_{2} \boldsymbol{c}^{(2)}\right)\right|_{\Lambda} \boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}}\right. \\
&=\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda^{(2)}}\right] \\
&= \sum_{n_{1}, \ldots, n_{r}=1}^{2} \alpha_{n_{1}} \ldots \alpha_{n_{r}} \cdot \operatorname{det}\left[\left.\left.\pi\left(\lambda_{1}\right) \boldsymbol{c}^{\left(n_{1}\right)} \ldots \pi\left(\lambda_{r}\right) \boldsymbol{c}^{\left(n_{r}\right)} \boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} \boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda^{(2)}}\right]  \tag{17}\\
&=\left(\alpha_{1}\right)^{r} \operatorname{det}\left[\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda} \boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}}\right. \\
&\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda^{(2)}}\right] \\
& \quad \sum_{\left(n_{1}, \ldots, n_{r}\right) \neq(1, \ldots, 1)} \alpha_{n_{1}} \ldots \alpha_{n_{r}} \\
& \quad \cdot \operatorname{det}\left[\left.\pi\left(\lambda_{1}\right) \boldsymbol{c}^{\left(n_{1}\right)} \ldots \pi\left(\lambda_{r}\right) \boldsymbol{c}^{\left(n_{r}\right)} \boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}}\right.\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda^{(2)}}\right]
\end{align*}
$$

Then, as in the proof of Theorem 7,

$$
\operatorname{det}\left[\left.\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda} \boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} \boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda^{(2)}}\right]=\operatorname{det}\left[\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda \cup \Lambda^{(1)}} \quad \boldsymbol{G}\left(\boldsymbol{c}^{(2)}\right)\right|_{\Lambda^{(2)}}\right]
$$

is a nontrivial homogeneous polynomial of degree $L$ in the variables $\left(c_{0}^{(1)}, \ldots, c_{L-1}^{(1)}, c_{0}^{(2)}\right.$, $\left.\ldots, c_{L-1}^{(2)}\right)$, more precisely, a nontrivial linear combination of monomials each of which is formed with $r+\left|\Lambda^{(1)}\right|$ elements from $c_{0}^{(1)}, \ldots, c_{L-1}^{(1)}$ and $\left|\Lambda^{(2)}\right|$ elements from $c_{0}^{(2)}, \ldots, c_{L-1}^{(2)}$. As such monomials do not appear in the remaining terms of (17), no cancellation can occur between the first and the remaining terms of (17). Hence, we conclude that (17) is a nontrivial polynomial. The rest of the proof is similar to the proof of Theorem 7.

### 7.3. Proof of Theorem 15 and Lemma 16

Proof of Theorem 15. Suppose to the contrary that for some subset $\Lambda \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ of size $L+1$ and $\boldsymbol{a} \in \mathbb{C}^{\Lambda} \backslash\{0\}$ there exists no vector $\boldsymbol{c} \in \mathbb{C}^{L}$ such that the $(L+1) \times(L+1)$ matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\ \boldsymbol{a}^{*}\end{array}\right]$ is invertible. This in particular means that for every $\boldsymbol{c} \in \mathcal{S}$ the matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\ \boldsymbol{a}^{*}\end{array}\right]$ is rank deficient, and since $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \in \mathbb{C}^{L \times(L+1)}$ has the full rank $L$ we deduce that $\boldsymbol{a}^{*}$ belongs in the row space of $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$, that is,

$$
\boldsymbol{a} \in \bigcap_{\boldsymbol{c} \in \mathcal{S}} \operatorname{ran}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)^{*}
$$

However, by the fundamental theorem of linear algebra and Lemma 16 we have

$$
\bigcap_{\boldsymbol{c} \in \mathcal{S}} \operatorname{ran}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)^{*}=\bigcap_{\boldsymbol{c} \in \mathcal{S}}\left(\left.\operatorname{ker} \boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)^{\perp}=\{0\}
$$

which is a contradiction. This shows that there exists a vector $\boldsymbol{c} \in \mathbb{C}^{L}$ such that the $(L+1) \times(L+1)$ matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\ \boldsymbol{a}^{*}\end{array}\right]$ is invertible, which in turn implies that the determinant of $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\ \boldsymbol{a}^{*}\end{array}\right]$ is a nontrivial polynomial in the variables $c_{0}, \ldots, c_{L-1}$. Hence, the set of all vectors $\boldsymbol{c} \in \mathbb{C}^{L}$ such that $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda} \\ \boldsymbol{a}^{*}\end{array}\right]$ is invertible is a dense open subset of $\mathbb{C}^{L}$ with full Lebesgue measure.

Proof of Lemma 16. Let us enumerate the elements of $\Lambda$ by $\Lambda=\left\{\left(k_{1}, \ell_{1}\right), \ldots,\left(k_{R}, \ell_{R}\right)\right\} \subset$ $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ and fix any $\boldsymbol{d} \in \mathcal{S}$, so that $\boldsymbol{G}(\boldsymbol{d})$ has full spark. Then $\left.\boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda} \in \mathbb{C}^{L \times R}$ has the full rank $L$ and therefore $V=\left.\operatorname{ker} \boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda} \subset \mathbb{C}^{R}$ is an $R-L \geq 1$ dimensional subspace of $\mathbb{C}^{R}$. The full spark property of $\boldsymbol{G}(\boldsymbol{d})$, and therefore of $\left.\boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda}$, implies that every nontrivial vector in $V$ must have at least $L+1$ nonzero entries, that is, $\|\boldsymbol{x}\|_{0} \geq L+1$ for $\boldsymbol{x} \in V \backslash\{0\}$. Let $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{R-L}\right\} \subset \mathbb{C}^{R}$ be a basis of $V$. Applying the Gaussian elimination to $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{R-L}$, in general, gives a nontrivial vector in $V$ with at least $R-L-1$ zero entries. If $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{R-L}$ would share a zero entry, then we would get a nontrivial vector in $V$ with at least $R-L$ zero entries, that is, with at most $R-(R-L)=L$ nonzero entries, leading to a contradiction. Therefore, the vectors $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{R-L}$ have no zero entry in common and consequently, we are able to construct a vector $\boldsymbol{x} \in V$ that has no zero entry, that is, $\|\boldsymbol{x}\|_{0}=R$.

For $0 \leq p, q \leq L-1$ fixed, the commutation relation $\boldsymbol{T}^{k} \boldsymbol{M}^{\ell}=\omega^{k \ell} \boldsymbol{M}^{\ell} \boldsymbol{T}^{k}$ with $\omega=e^{2 \pi i / L}$ gives

$$
\boldsymbol{M}^{\ell} \boldsymbol{T}^{k}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)=\omega^{k q-\ell p} \boldsymbol{M}^{q} \boldsymbol{T}^{p}\left(\boldsymbol{M}^{\ell} \boldsymbol{T}^{k} \boldsymbol{d}\right), \quad k, \ell=0, \ldots, L-1
$$

and since $\boldsymbol{G}(\boldsymbol{d})$ has full spark, it follows that $\boldsymbol{G}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)$ has full spark as well, that is, $\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d} \in \mathcal{S}$. Collecting the equation for $(k, \ell) \in \Lambda$ we obtain

$$
\left.\boldsymbol{G}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)\right|_{\Lambda}=\left.\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda} \boldsymbol{D}^{(p, q)}
$$

where $\boldsymbol{D}^{(p, q)}=\operatorname{diag}\left(\omega^{k_{1} q-\ell_{1} p}, \ldots, \omega^{k_{R} q-\ell_{R} p}\right)$. As $\left.\boldsymbol{x} \in \operatorname{ker} \boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda}$, this implies that for $p, q=0, \ldots, L-1$,

$$
\left.\overline{\boldsymbol{D}^{(p, q)}} \boldsymbol{x} \in \operatorname{ker} \boldsymbol{G}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)\right|_{\Lambda} \quad \text { with } \quad \boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d} \in \mathcal{S}
$$

To prove that $\operatorname{span}\left\{\left.\operatorname{ker} \boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}: \boldsymbol{c} \in \mathcal{S}\right\}=\mathbb{C}^{R}$, it suffices to show that $\operatorname{span}\left\{\overline{\boldsymbol{D}^{(p, q)}} \boldsymbol{x}\right.$ : $p, q=0, \ldots, L-1\}=\mathbb{C}^{R}$. Since all entries of $\boldsymbol{x}$ are nonzero, this is equivalent to

$$
\operatorname{span}\left\{\boldsymbol{y}^{(p, q)}: p, q=0, \ldots, L-1\right\}=\mathbb{C}^{R}
$$

where $\boldsymbol{y}^{(p, q)}=\left(\omega^{k_{1} q-\ell_{1} p}, \ldots, \omega^{k_{R} q-\ell_{R} p}\right)^{\mathrm{T}}$ for $p, q=0, \ldots, L-1$. Note that the vectors

$$
\boldsymbol{v}^{(k, \ell)}=\left[\omega^{k q-\ell p}\right]_{p, q=0}^{L-1} \in \mathbb{C}^{L^{2}}, \quad k, \ell=0, \ldots, L-1,
$$

form an orthogonal basis for $\mathbb{C}^{L^{2}}$, in particular, the subset of $R$ vectors $\left\{\boldsymbol{v}^{\left(k_{j}, \ell_{j}\right)}\right\}_{j=1}^{R}$ is linearly independent and therefore the matrix $\boldsymbol{E}=\left[\boldsymbol{v}^{\left(k_{1}, \ell_{1}\right)}\left|\boldsymbol{v}^{\left(k_{2}, \ell_{2}\right)}\right| \ldots \mid \boldsymbol{v}^{\left(k_{R}, \ell_{R}\right)}\right] \in$ $\mathbb{C}^{L^{2} \times R}$ has the full rank $R$. As the vectors $\boldsymbol{y}^{(p, q)}, p, q=0, \ldots, L-1$, are precisely the rows of $\boldsymbol{E}$, we conclude that these vectors span $\mathbb{C}^{R}$.

### 7.4. Proof of Theorems 24 and 26

For the proof, we need the following lemma which can be found in e.g., [19].
Lemma 36 (Extended Laplace Expansion). Let $\boldsymbol{B}=\left[B_{i, j}\right]_{i, j=1}^{N}$ be an $N \times N$ matrix and let $s=\left(s_{1}, s_{2}, \ldots, s_{m}\right)$ be a partition of the row indices of $\boldsymbol{B}$, that is, $\bigcup_{j=1}^{m} s_{j}=\{0, \ldots, N-$ $1\}$ and $s_{j} \cap s_{k}=\emptyset$ for $j \neq k$. Then

$$
\begin{equation*}
\operatorname{det}(\boldsymbol{B})=\sum_{t} \operatorname{sgn}(s, t) \cdot \operatorname{det} \boldsymbol{B}\left(s_{1}, t_{1}\right) \cdot \ldots \cdot \operatorname{det} \boldsymbol{B}\left(s_{m}, t_{m}\right) \tag{18}
\end{equation*}
$$

where $t=\left(t_{1}, t_{2}, \ldots, t_{m}\right)$ runs through all partitions of the column indices $\{0, \ldots, N-1\}$ with $\left|t_{j}\right|=\left|s_{j}\right|$ for $j=1, \ldots, m$. Here $\operatorname{sgn}(s, t)= \pm 1$ denotes the sign of the permutation $\left(\begin{array}{cccc}s_{1} & s_{2} & \cdots & s_{m} \\ t_{1} & t_{2} & \cdots & t_{m}\end{array}\right)$, and $\boldsymbol{B}\left(s_{j}, t_{j}\right)$ denotes the submatrix of $\boldsymbol{B}$ formed with the rows indexed by $s_{j}$ and the columns indexed by $t_{j}$, where elements in $s_{j}$ and $t_{j}$ are arranged in increasing order.

Remark 37. Given a partition $s=\left(s_{1}, s_{2}, \ldots, s_{m}\right)$ of $\{0, \ldots, N-1\}$, there exist in total $\frac{N!}{\left|s_{1}\right|!\ldots\left|s_{m}\right|!}$ distinct choices of $t=\left(t_{1}, t_{2}, \ldots, t_{m}\right)$. In fact, each term of the sum in (18) contributes exactly $\left|s_{1}\right|!\ldots\left|s_{m}\right|$ ! terms to the sum in the well-known determinant formula

$$
\operatorname{det}(\boldsymbol{B})=\sum_{\sigma \in S_{N}} \operatorname{sgn}(\sigma) B_{0, \sigma_{0}} B_{1, \sigma_{1}} \ldots B_{N-1, \sigma_{N-1}}
$$

thereby accounting for all $N!=\frac{N!}{\left|s_{1}\right|!\ldots\left|s_{m}\right|!} \times\left(\left|s_{1}\right|!\ldots\left|s_{m}\right|!\right)$ terms in this sum.
Proof of Theorem 24. Assume that $\operatorname{det} \boldsymbol{A}_{k} \neq(-1)^{L-1} \operatorname{det} \boldsymbol{A}_{k+1}$ for some $k$ and let $\boldsymbol{c} \in$ $\mathbb{C}^{L}$ be arbitrary. It suffices to show that the determinant of the matrix (cf. (5))

$$
\boldsymbol{B}=\left[\begin{array}{cc}
\boldsymbol{D}_{k} \boldsymbol{W}_{L} & \boldsymbol{D}_{k+1} \boldsymbol{W}_{L} \\
\boldsymbol{A}_{k} & \boldsymbol{A}_{k+1}
\end{array}\right]
$$

is a nontrivial polynomial in the variables $c_{0}, \ldots, c_{L-1}$. To see this, we apply Lemma 36 to $\boldsymbol{B}$ with the partition $s=(\{0, \ldots, L-1\},\{L, \ldots, 2 L-1\})$ of $\mathbb{Z}_{2 L}$ and obtain that

$$
\begin{align*}
& \operatorname{det}(\boldsymbol{B})=\sum_{t_{0}} \operatorname{sgn}(s, t) \cdot \operatorname{det} \boldsymbol{B}\left(\{0, \ldots, L-1\}, t_{0}\right)  \tag{19}\\
& \cdot \operatorname{det} \boldsymbol{B}\left(\{L, \ldots, 2 L-1\}, \mathbb{Z}_{2 L} \backslash t_{0}\right)
\end{align*}
$$

where $t_{0}$ runs through all subsets of $\mathbb{Z}_{2 L}$ with size $L$. Here $\operatorname{sgn}(s, t)$ is the sign of the permutation $\left(\begin{array}{cc}\{0, \ldots, L-1\} & \{L, \ldots, 2 L-1\} \\ t_{0} & \mathbb{Z}_{2 L} \backslash t_{0}\end{array}\right)$. The term corresponding to $t_{0}=\{0, \ldots, L-1\}$ is

$$
\operatorname{det}\left(\boldsymbol{D}_{k} \boldsymbol{W}_{L}\right) \operatorname{det} \boldsymbol{A}_{k+1}=c_{0} \ldots c_{L-1} \operatorname{det}\left(\boldsymbol{W}_{L}\right) \operatorname{det} \boldsymbol{A}_{k+1}
$$

and the one corresponding to $t_{0}=\{L, \ldots, 2 L-1\}$ is

$$
(-1)^{L} \operatorname{det}\left(\boldsymbol{D}_{k+1} \boldsymbol{W}_{L}\right) \cdot \operatorname{det} \boldsymbol{A}_{k}=(-1)^{L} c_{0} \ldots c_{L-1} \operatorname{det}\left(\boldsymbol{W}_{L}\right) \operatorname{det} \boldsymbol{A}_{k}
$$

It follows easily from Proposition 20 that these two terms are the only ones that produce the monomial $c_{0} \ldots c_{L-1}$, in fact, all monomials appearing in other terms have indices different from $L(L-1) / 2$ modulo $L$. Hence, the monomial $c_{0} \ldots c_{L-1}$ appears in $\operatorname{det}(\boldsymbol{B})$ with the coefficient $\operatorname{det}\left(\boldsymbol{W}_{L}\right) \cdot\left(\operatorname{det} \boldsymbol{A}_{k+1}+(-1)^{L} \operatorname{det} \boldsymbol{A}_{k}\right) \neq 0$, which shows that $\operatorname{det}(\boldsymbol{B})$ is not identically zero.

Next, assume $L$ is prime and $\operatorname{det} \boldsymbol{A}_{k} \neq \operatorname{det} \boldsymbol{A}_{\ell}$ for some $0 \leq k<\ell \leq L-1$. Following the same arguments with

$$
\boldsymbol{B}=\left[\begin{array}{cc}
\boldsymbol{D}_{k} \boldsymbol{W}_{L} & \boldsymbol{D}_{\ell} \boldsymbol{W}_{L} \\
\boldsymbol{A}_{k} & \boldsymbol{A}_{\ell}
\end{array}\right]
$$

we find two terms in the sum (19): $c_{0} \ldots c_{L-1} \operatorname{det}\left(\boldsymbol{W}_{L}\right) \operatorname{det} \boldsymbol{A}_{\ell}$ corresponding to $t_{0}=$ $\{0, \ldots, L-1\}$, and $(-1)^{L} c_{0} \ldots c_{L-1} \operatorname{det}\left(\boldsymbol{W}_{L}\right) \operatorname{det} \boldsymbol{A}_{k}$ corresponding to $t_{0}=\{L, \ldots, 2 L-$ $1\}$. Note that since $L$ is prime, we have $p(\ell-k)=0 \bmod L$ if and only if $p=0$ $\bmod L$. Using this fact, we similarly conclude that the monomial $c_{0} \ldots c_{L-1}$ appears in $\operatorname{det}(\boldsymbol{B})$ with the coefficient $\operatorname{det}\left(\boldsymbol{W}_{L}\right) \cdot\left(\operatorname{det} \boldsymbol{A}_{\ell}+(-1)^{L} \operatorname{det} \boldsymbol{A}_{k}\right) \neq 0$, hence, $\operatorname{det}(\boldsymbol{B})$ is not identically zero.

Proof of Theorem 26. Applying Lemma 36 to the matrix $\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}} \\ \boldsymbol{A}\end{array}\right]$ with the partition $s=(\{0,1, \ldots, L-1\},\{L, L+1, \ldots, R-1\})$ of $\mathbb{Z}_{R}$, we have

$$
\operatorname{det}\left(\left[\begin{array}{c}
\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}} \tag{20}
\end{array}\right]\right)=\left.\sum_{t} \operatorname{sgn}(s, t) \cdot \operatorname{det} \boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}}\left(\mathbb{Z}_{L}, t_{0}\right) \cdot \operatorname{det} \boldsymbol{A}\left(\mathbb{Z}_{R-L}, \mathbb{Z}_{R} \backslash t_{0}\right)
$$

where $t_{0}$ runs through all subsets of $\mathbb{Z}_{R}$ with size $L$. Here $\operatorname{sgn}(s, t)$ is the sign of the permutation $\left(\begin{array}{cc}\{0, \ldots, L-1\} & \{L, \ldots, R-1\} \\ t_{0} & \mathbb{Z}_{R} \backslash t_{0}\end{array}\right)$. Notice that to each $t_{0}$ corresponds a unique subset $\Lambda^{\prime} \subset \widetilde{\Lambda}$ of size $L$ satisfying $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}}\left(\mathbb{Z}_{L}, t_{0}\right)=\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda^{\prime}}$. Let us denote by $\overline{t_{0}}$ the one with $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}}\left(\mathbb{Z}_{L}, \overline{t_{0}}\right)=\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}$, and rewrite the righthand side of (20) as

$$
\begin{align*}
& \left.\operatorname{sgn}(s, \bar{t}) \cdot \operatorname{det} \boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}}\left(\mathbb{Z}_{L}, \overline{t_{0}}\right) \cdot \operatorname{det} \boldsymbol{A}\left(\mathbb{Z}_{R-L}, \mathbb{Z}_{R} \backslash \overline{t_{0}}\right)  \tag{21}\\
& +\left.\sum_{t_{0} \neq \overline{t_{0}}} \operatorname{sgn}(s, t) \cdot \operatorname{det} \boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}}\left(\mathbb{Z}_{L}, t_{0}\right) \cdot \operatorname{det} \boldsymbol{A}\left(\mathbb{Z}_{R-L}, \mathbb{Z}_{R} \backslash t_{0}\right) .
\end{align*}
$$

The condition (i) implies that $\Lambda$ is the only subset of $\widetilde{\Lambda}$ with size $L$ that is associated with the $L$-tuple $\boldsymbol{\tau}(\Lambda)$, i.e., $\boldsymbol{\tau}\left(\Lambda^{\prime}\right) \neq \boldsymbol{\tau}(\Lambda)$ for any other subset $\Lambda^{\prime} \subset \widetilde{\Lambda}$ of size $L$. Together with condition (ii), we have $\operatorname{ind}\left(\boldsymbol{\tau}\left(\Lambda^{\prime}\right)\right) \neq \operatorname{ind}(\boldsymbol{\tau}(\Lambda))$ for every such $\Lambda^{\prime} \neq \Lambda$. By Proposition 20, all monomials appearing in $\operatorname{det}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda^{\prime}}\right)$ have indices equal to $\operatorname{ind}\left(\boldsymbol{\tau}\left(\Lambda^{\prime}\right)\right)$ and are therefore distinct from the ones appearing in $\operatorname{det}\left(\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda}\right)$, which all have indices equal to $\operatorname{ind}(\boldsymbol{\tau}(\Lambda))$. Equivalently, in terms of $t_{0}$, this means that monomials appearing in $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}}\left(\mathbb{Z}_{L}, t_{0}\right)$ with $t_{0} \neq \overline{t_{0}}$ are distinct from the ones appearing in $\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}}\left(\mathbb{Z}_{L}, \overline{t_{0}}\right)$. Finally, the full spark of $\boldsymbol{A}$ implies $\operatorname{det} \boldsymbol{A}\left(\mathbb{Z}_{R-L}, \mathbb{Z}_{R} \backslash t_{0}\right) \neq 0$ and therefore the first term of (21) is a nontrivial homogeneous polynomial of degree $L$ in the variables $c_{0}, \ldots, c_{L-1}$ (see Theorem 3). Hence $\operatorname{det}\left[\begin{array}{c}\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\tilde{\Lambda}} \\ \boldsymbol{A}\end{array}\right]$ is a nontrivial polynomial and the desired set can be obtained by excluding the zero set of this polynomial from $\mathbb{C}^{L}$.

### 7.5. Proof of Lemma 28 and Theorems 29 and 30

Proof of Lemma 28. The case $N=1$ is proved in Lemma 16 (it is even proved for $\left.\left|\Lambda^{(1)}\right| \leq L^{2}\right)$. We will only prove the case $N=2$, as the generalization to $N \geq 3$ is straightforward.

For brevity of notation, we write $\Lambda^{(1)}, \Lambda^{(2)}$ as $\Lambda, \Lambda^{\prime}$. By Lemma 35, there exists $(a, b) \in$ $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ such that $\Lambda \cap\left(\Lambda^{\prime}+(a, b)\right)=\emptyset$. Let us enumerate the elements of $\Lambda$ by $\Lambda=$ $\left\{\left(k_{1}, \ell_{1}\right), \ldots,\left(k_{r}, \ell_{r}\right)\right\}$ and $\Omega:=\Lambda^{\prime}+(a, b)=\left\{\left(k_{r+1}, \ell_{r+1}\right), \ldots,\left(k_{R}, \ell_{R}\right)\right\}$, where $r=|\Lambda|$ and $R=|\Lambda|+|\Omega|(<2 L)$, and choose $\left(\boldsymbol{d}, \boldsymbol{d}^{\prime}\right) \in \mathcal{S}_{2}$ so that $\left[\boldsymbol{G}(\boldsymbol{d}) \boldsymbol{G}\left(\boldsymbol{d}^{\prime}\right)\right]$ has full spark.

For $0 \leq p, q \leq L-1$ fixed, the commutation relation $\boldsymbol{T}^{k} \boldsymbol{M}^{\ell}=\omega^{k \ell} \boldsymbol{M}^{\ell} \boldsymbol{T}^{k}$ gives

$$
\boldsymbol{M}^{\ell} \boldsymbol{T}^{k}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)=\omega^{k q} \boldsymbol{M}^{\ell+q} \boldsymbol{T}^{k+p} \boldsymbol{d}, \quad k, \ell=0, \ldots, L-1
$$

which shows that the columns of $\boldsymbol{G}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)$ and $\boldsymbol{G}(\boldsymbol{d})$ are exactly the same up to ordering and phase factors. Therefore, $\left(\boldsymbol{d}, \boldsymbol{d}^{\prime}\right) \in \mathcal{S}_{2}$ implies $\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}, \boldsymbol{M}^{q^{\prime}} \boldsymbol{T}^{p^{\prime}} \boldsymbol{d}^{\prime}\right) \in \mathcal{S}_{2}$ for every $p, q, p^{\prime}, q^{\prime}=0, \ldots, L-1$. Using the commutation relation once more, we get

$$
\boldsymbol{M}^{\ell} \boldsymbol{T}^{k}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)=\omega^{k q-\ell p} \boldsymbol{M}^{q} \boldsymbol{T}^{p}\left(\boldsymbol{M}^{\ell} \boldsymbol{T}^{k} \boldsymbol{d}\right), \quad k, \ell=0, \ldots, L-1
$$

which leads to

$$
\left.\boldsymbol{G}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)\right|_{\Lambda}=\left.\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda} \boldsymbol{D}^{(p, q)}
$$

where $\boldsymbol{D}^{(p, q)}=\operatorname{diag}\left(\omega^{k_{1} q-\ell_{1} p}, \ldots, \omega^{k_{r} q-\ell_{r} p}\right) \in \mathbb{C}^{r \times r}$. Similarly, we have that

$$
\left.\boldsymbol{G}\left(\boldsymbol{M}^{b} \boldsymbol{T}^{a} \boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}^{\prime}\right)\right|_{\Lambda^{\prime}}=\left.\boldsymbol{G}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}^{\prime}\right)\right|_{\Omega} \boldsymbol{F}=\left.\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{G}\left(\boldsymbol{d}^{\prime}\right)\right|_{\Omega} \boldsymbol{D}^{(p, q)} \boldsymbol{F}
$$

where $\boldsymbol{F}=\operatorname{diag}\left(\omega^{k_{r+1} b}, \ldots, \omega^{k_{R} b}\right) \in \mathbb{C}^{(R-r) \times(R-r)}$ and $\boldsymbol{D}^{\prime(p, q)}=\operatorname{diag}\left(\omega^{k_{r+1} q-\ell_{r+1} p}, \ldots\right.$, $\left.\omega^{k_{R} q-\ell_{R} p}\right) \in \mathbb{C}^{(R-r) \times(R-r)}$. Combining these together, we obtain

$$
\left[\left.\left.\boldsymbol{G}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)\right|_{\Lambda} \boldsymbol{G}\left(\boldsymbol{M}^{b} \boldsymbol{T}^{a} \boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}^{\prime}\right)\right|_{\Lambda^{\prime}}\right]=\boldsymbol{M}^{q} \boldsymbol{T}^{p}\left[\left.\left.\boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda} \boldsymbol{G}\left(\boldsymbol{d}^{\prime}\right)\right|_{\Omega}\right] \boldsymbol{E}^{(p, q)}\left[\begin{array}{cc}
\boldsymbol{I}_{r} & 0 \\
0 & \boldsymbol{F}
\end{array}\right]
$$

where $\boldsymbol{E}^{(p, q)}=\operatorname{diag}\left(\omega^{k_{1} q-\ell_{1} p}, \ldots, \omega^{k_{R} q-\ell_{R} p}\right) \in \mathbb{C}^{R \times R}$.
As in the proof of Lemma 16, we can find a vector $\boldsymbol{x}$ in $\operatorname{ker}\left[\left.\left.\boldsymbol{G}(\boldsymbol{d})\right|_{\Lambda} \boldsymbol{G}\left(\boldsymbol{d}^{\prime}\right)\right|_{\Omega}\right]\left(\subset \mathbb{C}^{\Lambda \cup \Omega}\right)$ with no zero entries. Setting

$$
\boldsymbol{z}:=\left[\begin{array}{cc}
\boldsymbol{I}_{r} & 0 \\
0 & \overline{\boldsymbol{F}}
\end{array}\right] \boldsymbol{x}
$$

we note that $\overline{\boldsymbol{E}^{(p, q)}} \boldsymbol{z} \in \operatorname{ker}\left[\left.\left.\boldsymbol{G}\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right)\right|_{\Lambda} \boldsymbol{G}\left(\boldsymbol{M}^{b} \boldsymbol{T}^{a} \boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}^{\prime}\right)\right|_{\Lambda^{\prime}}\right]$ and $\left(\boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}\right.$,
$\left.\boldsymbol{M}^{b} \boldsymbol{T}^{a} \boldsymbol{M}^{q} \boldsymbol{T}^{p} \boldsymbol{d}^{\prime}\right) \in \mathcal{S}_{2}$ for $p, q=0, \ldots, L-1$. It now suffices to show that span $\left\{\overline{\boldsymbol{E}^{(p, q)}} \boldsymbol{z}\right.$ : $p, q=0, \ldots, L-1\}=\mathbb{C}^{\Lambda \cup \Omega}$, where $\boldsymbol{z} \in \mathbb{C}^{R}$ has no zero entries; but this was already seen in the proof of Lemma 16.

Proof of Theorem 29. We will use similar arguments as in the proof of Theorem 15.
Suppose to the contrary that for some $\Lambda^{(1)}, \ldots, \Lambda^{(N)} \subset \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with $\sum_{n=1}^{N}\left|\Lambda^{(n)}\right|=$ $L+1$ and $\boldsymbol{a} \in \mathbb{C}^{L+1} \backslash\{0\}$, there exists no vector $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that the $(L+1) \times(L+1)$ matrix $\left[\begin{array}{ccc}\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} & \left.\cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}} \\ & \boldsymbol{a}^{*}\end{array}\right]$ is invertible. This in particular means that for every $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in \mathcal{S}_{N}$ the matrix $\left[\begin{array}{ccc}\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} & \left.\ldots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}} \\ \boldsymbol{a}^{*}\end{array}\right]$ is rank deficient, and since $\left[\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} \cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}}\right]$ has the full rank $L$ we deduce that $\boldsymbol{a}^{*}$ belongs in the row space of $\left[\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} \cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}}\right]$, that is,

$$
\boldsymbol{a} \in \bigcap_{\boldsymbol{c} \in \mathcal{S}_{N}} \operatorname{ran}\left[\begin{array}{c}
\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} \cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}} \\
\boldsymbol{a}^{*}
\end{array}\right]^{*}
$$

However, by the fundamental theorem of linear algebra and Lemma 28 we have

$$
\bigcap_{\boldsymbol{c} \in \mathcal{S}_{N}} \operatorname{ran}\left[\begin{array}{c}
\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} \cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda(N)} \\
\boldsymbol{a}^{*}
\end{array}\right]^{*}=\bigcap_{\boldsymbol{c} \in \mathcal{S}_{N}}\left(\operatorname{ker}\left[\begin{array}{c}
\left.\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} \cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}} \\
\boldsymbol{a}^{*}
\end{array}\right]\right)^{\perp}=\{0\}
$$

which is a contradiction. This shows that there exists a vector $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that the $(L+1) \times(L+1)$ matrix $\left[\begin{array}{ccc}\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} & \left.\cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}}\end{array}\right]$ is invertible, which in turn implies that the determinant of $\left[\begin{array}{lll}\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} & \cdots & \left.\boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}} \\ \boldsymbol{a}^{*}\end{array}\right]$ is a nontrivial polynomial in the variables $c_{0}^{(1)}, \ldots, c_{L-1}^{(1)}, \ldots, c_{0}^{(N)}, \ldots, c_{L-1}^{(N)}$. Hence, the set of all vectors $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that $\left[\begin{array}{cc}\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda^{(1)}} & \left.\ldots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda^{(N)}} \\ \boldsymbol{a}^{*}\end{array}\right]$ is invertible is a dense open subset of $\left(\mathbb{C}^{L}\right)^{N}$ with full Lebesgue measure.

Proof of Theorem 30. If $\left|\Lambda_{m}\right|=\sum_{n=1}^{N}\left|\Lambda_{m, n}\right|=L+1$ for some $m$, then the matrix (13) reduces to

$$
\left[\begin{array}{cl}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{m}} \\
\boldsymbol{a}_{m}^{*}
\end{array}\right]=\left[\begin{array}{ll}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right)\right|_{\Lambda_{m, 1}} & \left.\cdots \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{m, N}} \\
\boldsymbol{a}_{m}^{*}
\end{array}\right]
$$

and the claim follows directly from Theorem 29 . Therefore, we may assume that $\left|\Lambda_{m}\right| \leq L$ for $m=1, \ldots, M$. Observe that each of the column spaces of

$$
\left[\begin{array}{c}
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{1}} \\
0 \\
\vdots \\
0 \\
\boldsymbol{a}_{1}^{*}
\end{array}\right],\left[\begin{array}{c}
0 \\
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{2}} \\
\vdots \\
0 \\
\boldsymbol{a}_{2}^{*}
\end{array}\right], \ldots,\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\left.\boldsymbol{G}\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right)\right|_{\Lambda_{M}} \\
\boldsymbol{a}_{M}^{*}
\end{array}\right]
$$

has trivial intersection with the others because of the positioning of zero matrices. By Theorem 29, we can find a vector $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that each of the matrices above has full column rank. This in turn implies that the determinant of the $(L+$ $1) \times(L+1)$ matrix (13) is a nontrivial polynomial in the variables $c_{0}^{(1)}, \ldots, c_{L-1}^{(1)}, \ldots$, $c_{0}^{(N)}, \ldots, c_{L-1}^{(N)}$. Hence, the set of all vectors $\left(\boldsymbol{c}^{(1)}, \ldots, \boldsymbol{c}^{(N)}\right) \in\left(\mathbb{C}^{L}\right)^{N}$ such that the matrix (13) is invertible is a dense open subset of $\left(\mathbb{C}^{L}\right)^{N}$ with full Lebesgue measure.

### 7.6. Proof of the first part of Theorem 31, based on Corollary 4

Assume that $S \subset \mathbb{R}^{2}$ is a Jordan domain (a bounded set whose boundary is a Lebesgue zero set) with measure $|S|<1$. Then we can choose $T>0$ small and $L \in \mathbb{N}$ large so that $S$ is contained in a fundamental domain of the lattice $(L T) \mathbb{Z} \times(1 / T) \mathbb{Z}$ and $S$ intersects with at most $L$ rectangles of the form $[k T,(k+1) T) \times\left[\frac{\ell}{L T}, \frac{\ell+1}{L T}\right)$ with $k, \ell \in \mathbb{Z}$, where the set of all such pairs $(k, \ell)$ are distinct in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ (cf. Remark 20 in [18]). Choosing
any vector $\boldsymbol{c}=\left\{c_{n}\right\}_{n=0}^{L-1} \in \mathbb{C}^{L}$ from the set $\mathcal{S}$ in Theorem 3, we design a pilot signal $g=\sum_{n \in \mathbb{Z}} c_{n} \delta_{n T}$ where $\left\{c_{n}\right\}_{n \in \mathbb{Z}}$ is the $L$-periodic extension of $\boldsymbol{c}$, i.e., $c_{n+L}=c_{n}$ for $n \in \mathbb{Z}$.

Since $S$ is contained in a fundamental domain of $(L T) \mathbb{Z} \times(1 / T) \mathbb{Z}$, it follows that $H g \in L^{2}(\mathbb{R})$ for every $H \in O P W(S)$. Moreover, it holds that for $H \in O P W(S)$,

$$
\begin{equation*}
\mathcal{Z}_{L}^{L T} H g(t, \nu)=\boldsymbol{G}(\boldsymbol{c}) \vec{\eta}_{H}(t, \nu) \tag{22}
\end{equation*}
$$

where $\mathcal{Z}_{L}^{L T}$ is the $L$-dimensional vector valued Zak transform

$$
\mathcal{Z}_{L}^{L T} f(t, \nu)=\left(\begin{array}{c}
Z^{L T} f(t, \nu) \\
Z^{L T} f(t+T, \nu) e^{-2 \pi i T \nu} \\
\vdots \\
Z^{L T} f(t+(L-1) T, \nu) e^{-2 \pi i(L-1) T \nu}
\end{array}\right)
$$

with $Z^{L T}$ defined densely on $L^{2}(\mathbb{R})$ by

$$
Z^{L T} f(t, \nu)=\sum_{n \in \mathbb{Z}} f(t+n L T) e^{-2 \pi i n L T \nu}
$$

and $\vec{\eta}_{H}(t, \nu)=\left\{\vec{\eta}_{H}(t, \nu)_{(k, \ell)}\right\}_{k, \ell=0}^{L-1}$ is the $L^{2}$-dimensional vector valued function defined by

$$
\vec{\eta}_{H}(t, \nu)_{(k, \ell)}=\frac{1}{L T} \sum_{p \in \mathbb{Z}} \sum_{q \in \mathbb{Z}} \eta_{H}\left(t+(p L+k) T, \nu+(q L+\ell) \frac{1}{L T}\right) e^{-2 \pi i(p L+k) T \nu}
$$

For a proof of (22), we refer to Lemma 2.7 and Remark 2.8 in [17] (also see [18, Lemma 44]).

Note that equality (22) holds in locally $L^{2}$ sense and therefore pointwise almost everywhere. Further, due to the quasi-periodicity of $\mathcal{Z}_{L}^{L T} H g$ and $\vec{\eta}_{H}$, it is enough to observe (22) for a.e. $(t, \nu)$ in $[0, T) \times\left[0, \frac{1}{L T}\right)$. Therefore, the continuous-time problem is reduced to a family of finite-dimensional problems (22) indexed by a.e. $(t, \nu) \in[0, T) \times\left[0, \frac{1}{L T}\right)$.

Let us denote by $\Lambda$ the set of all pairs $(k, \ell) \in \mathbb{Z} \times \mathbb{Z}$ such that $S$ intersects with $[k T,(k+1) T) \times\left[\frac{\ell}{L T}, \frac{\ell+1}{L T}\right)$; then we have $|\Lambda| \leq L$. Since all elements of $\Lambda$ are distinct in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$, the set $\Lambda^{\prime}=\left\{\left(k^{\prime}, \ell^{\prime}\right) \in \mathbb{Z}_{L} \times \mathbb{Z}_{L}:\left(p L+k^{\prime}, q L+\ell^{\prime}\right) \in \Lambda\right.$ for some $\left.p, q \in \mathbb{Z}\right\}$ is of cardinality $\left|\Lambda^{\prime}\right|=|\Lambda| \leq L$. This implies that $\vec{\eta}_{H}(t, \nu)_{(k, \ell)}=0$ for $(t, \nu) \in[0, T) \times\left[0, \frac{1}{L T}\right)$ and $(k, \ell) \notin \Lambda^{\prime}$, which reduces equation (4) to

$$
\mathcal{Z}_{L}^{L T} H g(t, \nu)=\left.\left.\boldsymbol{G}(\boldsymbol{c})\right|_{\Lambda^{\prime}} \vec{\eta}_{H}(t, \nu)\right|_{\Lambda^{\prime}} \quad \text { a.e. }(t, \nu) \in[0, T) \times\left[0, \frac{1}{L T}\right)
$$

Then for a.e. $(t, \nu) \in[0, T) \times\left[0, \frac{1}{L T}\right)$ fixed, we can apply the finite dimensional result (Corollary 4) to solve the equation for $\left.\vec{\eta}_{H}(t, \nu)\right|_{\Lambda^{\prime}}$.

Now that we have the $L^{2}$-dimensional vector valued function $\vec{\eta}_{H}(t, \nu)$ for a.e. $(t, \nu) \in$ $[0, T) \times\left[0, \frac{1}{L T}\right)$, it remains to show that the spreading function $\eta_{H}$ can be fully determined
from $\vec{\eta}_{H}$. To see this, we note that supp $\eta_{H} \subset S$ is contained in a fundamental domain of $(L T) \mathbb{Z} \times(1 / T) \mathbb{Z}$, and thus for each $(t, \nu) \in[0, T) \times\left[0, \frac{1}{L T}\right)$ and $(k, \ell) \in \mathbb{Z}_{L} \times \mathbb{Z}_{L}$ at most one of the values $\eta_{H}\left(t+(p L+k) T, \nu+(q L+\ell) \frac{1}{L T}\right), p, q \in \mathbb{Z}$, is nonzero. Therefore, $\eta_{H}$ can be recovered directly from $\vec{\eta}_{H}(t, \nu)$ for a.e. $(t, \nu) \in[0, T) \times\left[0, \frac{1}{L T}\right)$. Hence, we conclude that $O P W(S)$ is identifiable.
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[^1]:    ${ }^{1}$ Cyclic time shifts are certainly not an accurate representation of time delays that occur in communication channels. To transition from non-cyclic to cyclic shifts, a cyclic prefix may be applied.

[^2]:    2 The terminology operator Paley-Wiener space stems from the analogous continuous-time identification problem which is discussed in Section 5.

[^3]:    ${ }^{3}$ Theorem 6 was first proved in [7] using a different proof technique.

[^4]:    ${ }^{4}$ Organizing the collection of output vectors in a matrix, that is, choosing the representation

    $$
    \left[\begin{array}{ccc}
    \boldsymbol{G}\left(\boldsymbol{c}^{(1)}\right) & \cdots & \boldsymbol{G}\left(\boldsymbol{c}^{(N)}\right) \\
    \boldsymbol{A}_{1}^{\prime} & \cdots & \boldsymbol{A}_{N}^{\prime}
    \end{array}\right]\left[\begin{array}{lll}
    \boldsymbol{\eta}_{1} & \cdots & \boldsymbol{\eta}_{M}
    \end{array}\right]=\left[\begin{array}{ccc}
    \boldsymbol{y}_{1} & \cdots & \boldsymbol{y}_{M} \\
    \boldsymbol{b}_{1} & \cdots & \boldsymbol{b}_{M}
    \end{array}\right]
    $$

    seems more natural. But unfortunately, side constraints would be of the form $\boldsymbol{b}_{1}=$ $\sum_{n=1}^{N} \boldsymbol{A}_{n}^{\prime} \boldsymbol{\eta}_{1, n}, \ldots, \quad \boldsymbol{b}_{M}=\sum_{n=1}^{N} \boldsymbol{A}_{n}^{\prime} \boldsymbol{\eta}_{M, n}$, which can only encode linear relations within each vector $\boldsymbol{\eta}_{m}$ but not between $\boldsymbol{\eta}_{1}, \cdots, \boldsymbol{\eta}_{M}$.

