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Abstract: We show that even if a Hilbert space does not admit a reproducing kernel, there could still be a
kernel function that realizes the Riesz representation map. Constructions in spaces that are the Fourier
transform of weighted L2 spaces are given. With a mild assumption on the weight function, we are able to
reproduce Riesz representatives of all functionals through a limit procedure from computable integrals over
compact sets, despite that the kernel is not necessarily in the underlying Hilbert space. Distributional kernels
are also discussed.
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1 Motivations

A Hilbert space H is said to be a reproducing kernel Hilbert spaces if there exists an element ∈ ⊗K H H (⊗
denotes the tensor product) such that all elements in H can be reproduced by an inner product with K :

( ) ⟨ ( ) ( )⟩= ⋅ ⋅ ∀ ∈f y f K y f H, , , .H

The history of relevant theories dates back to [1,2]. Examples of reproducing kernel Hilbert space include
spaces of band-limited functions, certain Sobolev spaces, etc.

Reproducing kernel Hilbert spaces can be characterized as spaces in which evaluation functionals are well
defined and bounded with respect to the underlying norm. In practice, it is also common to consider other
types of bounded linear functionals. A classical application is the linear optimal recovery problem, i.e., to
approximate ( )λ f for unknown functional λ and unknown function f from a set of known functional values

( ) ( )λ f λ f,…, n1 (see the exposition in [3]), typical examples of such functionals are, e.g., local averages of f

around distinct points x x,…, n1 .
By the Riesz representation theorem for Hilbert spaces, given a Hilbert space H , any functional in the dual

∗H can be represented by an element in H , i.e., there is an isometry →∗ρ H H: such that

⟨ ⟩ ⟨ ( )⟩=f g f ρ g, , H

holds for all ∈f H and ∈ ∗g H . The isometry ρ is then called the Riesz representation map, and ( )ρ g is said to
be the Riesz representative of the functional g . The notion ⟨ ⟩⋅ ⋅, without subscript will always be used for dual
pairings in this note while ⟨ ⟩⋅ ⋅, H will be used for the inner product on some Hilbert space H .

If H is a reproducing kernel Hilbert space of functions, then Riesz representatives can be easily found by
applying corresponding functionals to the kernel. This gives great convenience in practice for storage and
computation since an abstract dual pairing between a functional (distribution) and a function now becomes a
concrete integral between two continuous functions, which can be assessed numerically by, e.g., quadrature
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formulas. Such methods are generally referred to as kernel methods, and are proven to be successful in many
application areas [4–6].

The purpose of this short note is to report the possibility for spaces without reproducing kernels to have
a similar kernel that can reproduce functionals, i.e., to obtain a continuous Riesz representative of a func-
tional by applying the functional to the kernel with an integral formula in a properly defined way. Naturally,
some restrictions are needed.

Among various ways of constructing a reproducing kernel Hilbert space, we shall focus on the so-called
native space of a given continuous positive weight function u. The construction of native spaces requires that

∈−u L1 1, we will relax this condition to ∈− ∞u L1 and reproduce Riesz representatives of all functionals through
a limit procedure from computable integrals over compact sets, despite that the kernel is not necessarily
in the underlying Hilbert space. Distributional kernels are also discussed.

The next section provides prerequisite materials, while the main results are presented in the last section.

2 Preliminaries

Denote S and ′S , respectively, as the Schwartz class and the space of tempered distributions in �d. We adopt
the following form of the Fourier transform on S ,

�

( ) ( )∫= − ⋅f ξ f x e xˆ dπiξ x2

d

and extend it to ′S by dual pairing. Both f̂ and →F fx ξ denote the Fourier transform of f , while the Fourier
inverse transform of f is denoted as f̌ or →

−
F fξ y

1 . Subscripts in →Fx ξ and →
−

Fξ y

1 indicate how variables
are mapped; they may also be omitted if this is clear from the context.

Denote ∞
Cc as the space of compactly supported smooth functions, and Cc

0 as the space of compactly
supported continuous functions. The Riesz representation theorem for measures states that the dual of Cc

0

is the space of signed Radon measures.
Given a continuous and positive function u on�d, we may associate it with a weighted L2 space defined as

{ }= ∈ ′ ∈∕H f S f u L: ˆ ,u
1 2 2

whose dual space may be similarly defined as

{ }= ∈ ′ ∈∗ − ∕H g S gu L: ˆ
u

1 2 2

( − ∕u 1 2 is well defined since u is positive and thus has no zeros). Their norms are simply

‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖= =∕ − ∕∗f f u g guˆ , ˆ ,H L H L
1 2 1 2

u u
2 2

with dual pairing

�

⟨ ⟩ ( ) ( )∫=f g f ξ g ξ ξ, ˆ ˆ d .

d

For convenience, let us further write

( ) ( )( )= − −x F u xΦ 1 1

if − −F u1 1 happens to be a function.

Lemma 1. If u is a continuous and positive function with ( )‖ ‖ = ∞→∞u xlim x , then ∞
Cc is dense in ∗

Hu .

Proof. As u is positive and continuous, the condition ( ) = ∞→∞u xlimx implies that −u 1 is bounded, thus L2

is continuously embedded into ∗
Hu since
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‖ ‖ ‖∣ ∣ ‖ ‖∣ ∣ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖= ≤ = =− − − −∗ ∞ ∞ ∞g g u g u g u g uˆ ˆ ˆ
H L L L L L L L
2 2 1 2 1 2 1 2 1

u

1 1 2 2

holds for any ∈g L2. It then suffices to show that S is dense in ∗
Hu since ∞

Cc is dense in S with respect to
the L2 norm.

Let C be a compact set and denote −
g u uˆ , ,

c c c
1 as the restriction of −g u uˆ , , 1 to C , respectively. Clearly,

uc is bounded because u is continuous, therefore

‖ ‖ ‖∣ ∣ ‖ ‖∣ ∣ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖= ≤ ≤ =− −∞ ∞ ∗ ∞g g g u u gu u g uˆ ˆ ˆ ˆ ,
c L c L c c L c L L c L H c L

2 2 2 1 2 2

u
2 1 1

1

2
2

which indicates that ĝ
c
is in L2 and can thus be approximated by Schwartz class functions. Now, for any given

>ε 0, we can choose C large enough and some ∈h S so that

‖( ) ‖ ‖∣ ∣ ‖ ‖ ‖ ‖∣ ∣ ‖− = − ⋅ ≤ − = − ≤− −g g u g g u ε g h g h εˆ ˆ , ˆ ˆ ,
c L c L c L c L

2 2 1 2 2
1

2
2 1 2 1

consequently

‖ ‖ ‖( ) ‖

‖∣ ∣ ‖

(‖∣ ∣ ‖ ‖∣ ∣ ‖ )

( ‖∣ ∣ ‖ ‖ ‖ )

( ‖ ‖ )

− = −

= − ⋅
≤ − ⋅ + − ⋅
≤ + −
≤ +

−

−

− −

−

−

∗

∞

∞

g h g h u

g h u

g g u g h u

ε g h u

u ε

ˇ ˆ

ˆ

2 ˆ ˆ ˆ

2 ˆ

2 1 ,

H L

L

c L c L

c L L

L

2 2

2 1

2 1 2 1

2 1

1

u

1

2
2

1

1 1

1

which shows that S is dense in ∗
Hu since ∈h Sˇ

2 . □

The speed ( ) → ∞u x as → ∞x determines how fast ( )−u x1 decays to 0 as → ∞x , which is critical for the
reproducing property of Hu. If ∈−u L1 1, then Hu becomes a reproducing kernel Hilbert space, which has
a positive definite convolution kernel ( )−x yΦ . This is the construction of the so-called native spaces (see,
e.g., [5, Chapter 10]) of Φ, among which Sobolev spaces are standard examples. Relevant theories go back to [7].

If ∉−u L1 1, then Hu in general does not admit a reproducing kernel. Nevertheless, it is still possible
to realize the Riesz representation map for linear functionals in ∗

Hu using −u 1.

Lemma 2. For any ∈ ∗
g Hu , the map

( )↦ − −ρ g F gu: ˆ1 1

realizes the Riesz representation map, i.e.,

⟨ ( )⟩ ⟨ ⟩=f ρ g f g, ,Hu

holds for every ∈f Hu and ∈ ∗
g Hu .

Proof. By virtue of this definition, we obtain

� �

‖ ( )‖ ∣ ( ) ( )∣ ( ) ∣ ( )∣ ( ) ‖ ‖∫ ∫= = =− − ∗ρ g g ξ u ξ u ξ ξ g ξ u ξ ξ gˆ d ˆ d ,H H

2 1 2 2 1 2

u

d d

u

and

� �

⟨ ( )⟩ ( ) ( ) ( ) ( ) ( ) ( ) ⟨ ⟩∫ ∫= = =−f ρ g f ξ g ξ u ξ u ξ ξ f ξ g ξ ξ f g, ˆ ˆ d ˆ ˆ d , ,H
1

u

d d

which shows that ρ is an isometry that reproduces any functional g . □

If

( )
‖ ‖

= ∞
→∞

u xlim ,
x
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then −u 1 is bounded and

‖ ‖ ‖ ‖ ‖∣ ∣ ‖ ‖∣ ∣ ‖ ‖∣ ∣ ‖ ‖ ‖ ‖ ‖ ‖ ‖= = = ≤ =− − −∞ ∞f f f f uu f u u f uˆ ˆ ˆ ˆ
L L L L L L H L
2 2 2 2 1 2 1 2 1

u
2 2 1 1 1

holds for every ∈f Hu, which shows that Hu is then continuously embedded into L2, and thus ( )− −F guˆ1 1 is at
least an L2 function, which is sufficient for computing integrations already. This is useful for implementing the
functional g , which may itself be a distribution. As L2 is formed by equivalence classes of functions, to access
the value of ( )− −F guˆ1 1 one often further requires it to be continuous. If g and −u 1 are nice enough,
then ( )− −F guˆ1 1 may be easily computed by the convolution theorem. However, without extra assumptions,
a convolution between g and − −F u1 1 might not exist.

3 Main results

Theorem 1. Let u be a continuous and positive function on �d with ( )‖ ‖ = ∞→∞u xlim x and ( ) ( )( )= − −x F u xΦ 1 1

a locally integrable function (i.e., absolutely integrable on any compact set). Denote ( ) ( )( )= −− −x F u x yΦy
1 1

for each �∈y d. If �{ ( )} ∈g x
n n is a sequence of functions in ∞

Cc that converges to g in ∗
Hu , then the Riesz represen-

tative of any functional ∈ ∗
g Hu can be reproduced as follows:

�

( ) ( ) ( )∫=
→∞

g y g x x˜ lim dΦ .
n

n y

d

(1)

Proof. The existence of �{ ( )} ∈g x
n n with →g g

n
in ∗

Hu is guaranteed by Lemma 1. For any f in ∞
Cc , we have

�

( ) ( )∫ < ∞f x x xΦ d ,y

d

as Φ is assumed to be locally integrable, thus ( )xdΦy represents a signed Radon measure (see, e.g., [8, Theorem
7.2]), therefore the integral in the right-hand side of equation (1) is well defined.

Now by Lemma 2, the Riesz representative of g is simply

( ) ( ) ( )= =− −
→∞

− −ρ g F gu F g uˆ lim ˆ .
n

n

1 1 1 1

The assumption ( ) = ∞→∞u xlimx implies that =→∞
−ulim 0x

1 , i.e., ∈ ′−u S1 , while ∈ ∞
g C

n c implies that ∈g S
n

.
As g

n
is compactly supported, the convolution theorem now applies, and hence

�

( ) ( ) ( )∫= −− −F g u g x x y xˆ Φ d ,
n n

1 1

d

which establishes equation (1). □

Explicit constructions of g
n
can be obtained following the approach in Lemma 1. If ∉−u L1 1, then the kernel Φ

will have a singularity at 0 since u is positive. For a concluding remark, we point out that if we do not insist
on an integral form, then it would not be difficult to realize the Riesz representation map by a distribu-
tional kernel.

Proposition 1. Let H be a Hilbert space with dual ∗H ; if S is continuously and densely embedded in H, then there
is a distribution ∈ ′ ⊗ ′K S S and a Hilbert subspace ⊆ ∗H H˜ in which S is also continuously and densely embed-
ded such that K reproduces all functionals in H̃ .

Proof. By assumption, we obtain the continuous embedding (see [9, Chapter 14]):

↪ ↪ ↪ ′∗S H H S .
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The Riesz representation map restricted to S can thus be viewed as a continuous linear map from S into ′S ,
then by the Schwartz kernel theorem on nuclear spaces (see [10, Chapter 5.2] for the original form and [11,
p. 172] for its generalization on nuclear spaces), it can be represented by a distribution kernel in ′ ⊗ ′S S

(this tensor product is well defined also by the Schwartz kernel theorem), i.e.,

⟨ ⟩ ⟨ ⟩⊗ =f g K f g, ,

holds for all ∈f g S, and thus extends to entire ⊗H H̃ by density. □

There is no guarantee that the kernel obtained this way is a function, e.g., let �( )=H L2 , then
the distribution kernel asserted by Proposition 1 is simply the Dirac distribution supported at the origin.
See perhaps [12] for more on reproducing kernels on distribution spaces.
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